
1415978-1-4799-2572-8/14/$31.00 c©2014 IEEE



1416 2014 IEEE International Advance Computing Conference (IACC)



2014 IEEE International Advance Computing Conference (IACC) 1417



1418 2014 IEEE International Advance Computing Conference (IACC)



Chapter 3
Applications of Genetic Algorithms in Chemical
Engineering II: Case Studies

Santosh K. Gupta and Manojkumar Ramteke

3.1 Introduction

Chemical engineering systems are often associated with complex phenomena. The
general formulation [described in Part I (Chap. 2)] of a model can be represented
as z D fmodel.d; x; p/ in which z is the state of the system for the specific values
of the decision variables, x, specified variables, d, and parameters, p. The state of
the system is represented through a set of output variables, y.x; p/. These complex
systems, often modeled using a large number of coupled differential and algebraic
equations, need to be optimized using multiple objectives. Genetic algorithm (GA)
clearly outperforms conventional algorithms for handling multiple objective, non-
linear formulations in a derivative-free environment. However, the very stochastic
nature that provides a derivative-free operation leads to a requirement of a large
computational time. Thus, the application of genetic algorithm (GA) [16, 17, 19,
28, 34] to these complex chemical systems is seldom straightforward. Very often,
optimization using GA requires a large computational effort because of the time
it takes for solving the model equations. Thus, one needs to use faster and more
efficient algorithms in order to obtain reasonably good optimal solutions.

Several interesting and faster variants of GA have been developed over the last
four decades to improve the applicability and the convergence speed. A few notable
examples are SGA, VEGA, HLGA, NPGA, NSGA, NSGA-II, SPEA, PESA,
NSGA-II-JG, Altruistic-NSGA-II, and Real-coded NSGA-II. These are described in
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detail in Chap. 2. The application of these to real-life chemical engineering systems
such as the optimization of polymerization reactors, catalytic reactors, separation
equipment, planning and scheduling, combinatorial optimization, and data-driven
applications are described in this chapter.

3.2 Optimization of Polymerization Reactors

In recent years, multi-objective genetic algorithm has been used to optimize several
interesting and complex systems in the field of polymer science and engineering [1,
5,39,45,68]. These include the optimization of (existing) industrial reactors as well
as optimization of these reactors at the design stage (where more decision variables
are available), online optimizing control studies, etc. An example of the MOO of an
industrial semi-batch nylon 6 reactor is first discussed in detail. This is followed by a
short discussion of several other systems, e.g., poly methyl methacrylate (PMMA),
poly ethylene terephthalate (PET), polystyrene (PS), and low-density polyethylene
(LDPE).

The MOO of the hydrolytic step growth polymerization of nylon 6 in an industrial
semi-batch reactor [48] is one of the early applications of multi-objective GA in
polymerization reaction engineering. Fiber-grade nylon 6 is commercially produced
using this reactor. The reaction scheme comprises of five reactions given in Table 3.1
[75]. The polymerization is carried out in a semi-batch reactor (see Fig. 3.1; [57])
at a temperature of about 250 ıC. Vaporization of the volatile components in the
liquid phase, namely, the monomer, "-caprolactam, and the condensation by-product
water, takes place as the temperature of the liquid reaction mass increases from
the feed temperature of about 90–250 ıC. This leads to a gradual build-up of
the pressure, p.t/, in the vapor space above (since the exit control valve at the
exit is closed initially). All the reactions are reversible. Clearly, a relatively high
concentration of W is required at the beginning so as to drive the first reaction (ring
opening) forward. However, lower amounts of W are needed later so that the second
reaction, poly-condensation, is driven in the forward direction to produce longer
molecules of the polymer. This is achieved in the industrial reactor by adding higher
amounts of water at the beginning, and then having its concentration in the liquid
phase (where the reactions take place) decrease with time by vaporization (opening
the control valve at a prescribed rate). In other words, the concentration, ŒW �.t/, of
water (or equivalent) in the liquid phase is a decision variable, a function of time.

A mathematical model of this industrial reactor was first developed by Gupta
et al. [29] and improved by Wajge et al. [75]. The model comprises 15 ordinary
differential equations of the initial value type (ODE-IVP) describing the state of the
system. Kinetic and thermodynamic data is compiled from the literature (some are
tuned) and empirical correlations are used for heat and mass transfer phenomena.
Complete details of the model are available in Wajge et al. [75]. The model has been
tested against data in the plant.

This model has been used by Mitra et al. [48] for two-objective optimization using
NSGA. The objectives were minimization of the reaction (or the batch) time, tf ,
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Table 3.1 Reaction scheme [75] of nylon 6 polymerization

Ring opening: C1 C W • S1

Polycondensation: Sn C Sm • SnCm C W

Polyaddition: Sn C C1 • SnC1

Ring opening of cyclic dimer: C2 C W • S2

Polyaddition of cyclic dimer: Sn C C2 • SnC2

C1 D " -Caprolactam, W D Water, C2 D Cyclic dimer, Sn D Polymer chain with chain length, n

Fig. 3.1 Nylon 6 polymerization in an industrial semibatch reactor (adapted from Ramteke and
Gupta [57])

since this increases the annual production of the polymer, and minimization of
the undesired side-product concentration of the cyclic dimer, ŒC2�. The presence
of cyclic compounds (of which C2 is a representative) in the product leads to
processing problems as well as gives an unacceptable finished fabric. The following
two-objective optimization problem was solved (with penalty functions used for the
constraints):

min I1Œp.t/; Tj � D tf C w1 � Œ1 � xm.tf /

xm;ref
�2 C w2 � Œ1 � �n.tf /

�n;ref
�2 (3.1)

min I2Œp.t/; Tj � D ŒC2�f C w1 � Œ1 � xm.tf /

xm;ref
�2 C w2 � Œ1 � �n.tf /

�n;ref
�2 (3.2)
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Fig. 3.2 MOO results
(adapted from Ramteke and
Gupta [57]) of an industrial
nylon 6 semibatch reactor in
nondimensional form for four
different cases (with and
without vacuum and with or
without a history of the jacket
fluid temperature). ŒW �0 =
3.45 weight percent

w1 D large positive number for xm.tf / < xm;ref; otherwise D 0 (3.3)

w2 D large positive number for �n.tf / ¤ �n;ref ˙ ı�n;ref; otherwise D 0 (3.4)

End-point (at tf ) constraints were imposed on the monomer conversion,
xmŒxm.tf / � xm;ref�, in the product stream as well as on the number average
chain length, �nŒ�n.tf / D �n;ref�, of the product. The decision variables used were
the pressure history (a function of time, t ), p.t/, of the vapor in the semi-batch
reactor and the jacket fluid temperature, Tj (a constant). This was probably the
first trajectory optimization problem solved using multi-objective GA. Both the
minimization functions were converted to equivalent maximization functions using
max F D Œ1=.1 C min I /� since the MO-GA code used required all the objectives
to be maximized. Pareto optimal solutions were obtained for a specified value of
the feed water concentration, ŒW �0. These studies were further extended recently
[57] by incorporating vacuum operation (as done in another industrial reactor)
and the use of amino caproic acid, S1, in the feed (S1 was obtained from the de-
polymerization of scrap nylon 6). NSGA-II-aJG was used for solving four MOO
problems: with and without a vacuum pump and with or without Tj being a function
of time. Figure 3.2 shows the Pareto sets (in dimensionless form) for four different
cases for ŒW �0 D 3:45 weight percent.

One of the early applications of GA for chain-growth (free radical addition)
polymerization was the SOO of a PMMA batch reactor [13]. As for nylon 6, a
trustworthy model developed earlier [22, 67, 70] was used for optimization using
SGA. The model comprises a reaction scheme, mass and energy balance equations
using kinetic information, and several empirical equations for the heat and mass
transfer rates. Details of these are available in Chakravarthy et al. [13]. The decision
variable used is the temperature history, T .t/, while the objective function selected
was the minimization of the reaction time, tf . End-point constraints included the
attainment of design values of the final monomer conversion, xm;f � xm.tf / D
xm;d , and of the number average chain length, �n;f � �n.tf / D �n;d . Although,
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the SGA algorithm served well for this SOO problem, it hardly touched upon
the power of GA that lies in its ability to solve MOO problems effectively. Also,
multiple objectives were actually present in this system. For example, the properties
of the polymer are known to be dependent on the average molecular weight as
well as on the breadth of the molecular weight distribution, as reflected through
the polydispersity index, Q. The narrower the distribution, the better is the quality
of the polymer. This leads to an MOO problem solved by Garg and Gupta [24]:

min I1ŒTt � D tf C w1 �
�
1 � xm.tf /

xm;d

�2

C w2 �
�
1 � �n.tf /

�n;d

�2

(3.5)

min I2ŒTt � D Qf C w1 �
�
1 � xm.tf /

xm;d

�2

C w2 �
�
1 � �n.tf /

�n;d

�2

(3.6)

w1 D large positive number for xm.tf / < xm;d ; otherwise D 0 (3.7)

w2 D large positive number for �n.tf / < �n;d ; otherwise D 0 (3.8)

End-point constraints were used on �n;f and xm;f , as for the nylon 6 problem. Also,
the minimization functions are converted to maximizations as described above.
Interestingly, a unique optimal solution (instead of Pareto set) is obtained for this
problem, a conclusion that was not apparent at the outset.

Similar to industrial batch reactors, GA is also applied effectively to optimize
several other polymerizations. One application is the MOO of the continuous casting
of PMMA films in a furnace. Methyl methacrylate (MMA), the monomer, is first
pre-polymerized in a plug flow tubular reactor (PFTR) at a constant temperature,
TPFR, till a desired value of the monomer conversion, xm;PFR, is attained. A
concentration, cI;0, of the initiator is used in the feed. Thereafter, the reaction mass
passes in the form of a thin film of thickness, tfilm, through a furnace that has an axial
program of the temperature, Tw.z/. This study [79, 80] comprises two objectives:
maximization of the cross section-average value of the monomer conversion at the
end of the furnace, xm;av;f , and minimization of the length, zf , of the furnace.
Additionally, the cross section-average value, �n;av;f , of the number average chain
length is constrained to be equal to a desired value, �n;d , of commercial importance.
Also, the temperature at any point in the film is constrained to lie below an upper
safe value, to prevent degradation/discoloration of the polymer film (referred to as
a local constraint). Optimal values of several decision variables, TPFR, cI;0, xm;PFR,
tfilm, and the history, Tw.z/, are obtained. The constraints were taken care of by using
the bracketed penalties described above. This formulation is solved using NSGA to
obtain the Pareto optimal solutions [79, 80].

Recently, Agrawal et al. [3, 4] carried out the optimization of an industrial LDPE
tubular reactor under steady state conditions, using multiple objective functions,
both at the operation stage as well as at the design stage. Grade (of polymer)-
change policies were also studied using the dynamic model for polymerization.
NSGA-II and its JG adaptations were used. Usually, low-density polyethylene
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is produced by the high pressure polymerization of ethylene in the presence
of chemical initiators (e.g., peroxides, oxygen, azo compounds), in long tubular
reactors. Very severe processing conditions are used, such as pressures from 150–
300 MPa and temperatures from 325–625 K. Very flexible and branched polymer
molecules are obtained. The typical conversion of ethylene per pass is reported
to be 30–35 % and the unreacted ethylene is separated and recycled. Very severe
operating conditions deteriorate the quality of the polymer due to the formation
of undesired side products (short chain branching, unsaturated groups, etc.). The
problem formulation comprises the minimization of these side products and the
simultaneous maximization of the monomer conversion (for a given feed flow
rate). The desired properties of the LDPE produced, e.g., the number-average
molecular weight, are constrained to lie at desired values. Several MOO problems
are formulated and solved to obtain the Pareto optimal solutions [3, 4].

Polyethylene terephthalate (PET, the most common polyester) is an important
commodity polymer. Bhaskar et al. [5–7] optimized the industrial production of PET
in a third-stage, wiped-film finishing reactor using terephthalic acid (TPA) as one of
the two monomers. The problem formulation comprises of two objective functions,
namely, the minimization of the concentrations of the acid end groups (which lead
to breakage of filaments during the high-humidity spinning operation) and of the
vinyl end-groups (which lead to a coloration of the fiber) in the product. In order
to maintain the strength of the fiber, the degree of polymerization of the product
is restricted to a desired value [�n;f D �n;d .D 82/] using an equality constraint.
Also, inequality constraints are imposed on the acid end-group concentration in
the product and the concentration of the diethylene glycol end-group. The former
is restricted below a specific value (one constraint is used) whereas the latter is
maintained within some range (two constraints are used). These constraints are
imposed to maintain the quality of the finished product in terms of the crystallinity
and dyeability of the fiber. The three inequality constraints are taken care of by
using penalty functions. Temperature was used as one of the decision variables.
The MOO using NSGA was found to give a just a single optimal solution in each
run. However, different solutions were obtained for multiple applications of the
algorithm using different values of the random seed number [see Table 2.1 in Part I
(Chap. 2)]. These solutions are found to be superior to current operating conditions
in the industrial reactor, albeit by only a few percent. The non-dominated collection
of all such solutions constituted a Pareto optimal front. This illustrates the inability
of NSGA to converge to the Pareto set. This MOO problem is, thus, an unusual one
and can be used as a test problem for developing improved optimization algorithms.

Apart from these, several interesting applications of GA to polymer reaction engi-
neering [8,18,69] and polymer designing [72] have been reported. Silva and Biscaia
[69] optimized the batch free radical polymerization of styrene. They maximized the
monomer conversion rate and minimized the concentration of the initiator residue in
the product. Deb et al. [18] optimized the initial stages of the epoxy polymerization
process using NSGA-II. The objectives used in this study were the maximization
of the number average molecular weight, minimization of the polydispersity index
(which, strictly speaking, does not mean much physically), and minimization of
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the reaction time. Pareto optimal results were obtained. These showed 300 %
improvement in the productivity over the benchmark values. Bhat et al. [8] reported
the multi-objective optimization of the continuous tower process for styrene poly-
merization. The two objectives used were the maximization of the final monomer
conversion and the minimization of the polydispersity index of the product. All
these MOO studies show considerable improvement in the productivity as well
as the quality of the product. This also gives the design engineer several choices
of selecting the operating conditions. Unfortunately, sometimes the best operating
conditions are not the most robust operating points. This is important in real-life
situations where unavoidable fluctuations always exist in the process variables.
Ramteke and Gupta [60] investigated such fluctuations in the process variables and
obtained robust Pareto solutions for the industrial polymerization of nylon 6.

Application of GA to experimental online optimizing control of polymerization
reactors is a challenging problem. It comprises two parts: re-tuning of the model
parameters using measured variables (to negate the effects of model inaccuracies)
and computation of re-optimized decision variables (to negate the effect of distur-
bances like heater failure, etc.). Usually, a single objective function such as the batch
time is minimized while meeting the requirements on quality, e.g., xm;f D xm;d and
�n;f D �n;d . An optimal history of the decision variable [usually, the temperature,
Topt.t/] so computed, offline, is implemented on the reaction mass using controllers
(using a slave computer with Labview). In between, a simulated disturbance, for
example, switching off the electrical heater for a short period, is implemented on
the reactor. During this time (as the temperature decreases with time), the two
levels of the computer (the master and slave) retunes the model parameters using
experimental data collected till then and compute the re-optimized temperature
history, Tre-op.t/. This is implemented as soon as the electrical power comes back
(the disturbance passes by). One of the first studies along this direction was that of
online optimizing control of MMA polymerization in a specially made viscometer-
cum-reactor assembly [44] using a “guided” version of SGA [so as to speed up the
computation of Tre-op.t/ in about 6 real minutes]. The use of the JG operator in
NSGA-II is particularly useful in the cases of online optimizing control due to its
faster convergence compared to the usual NSGA-II. This was further illustrated by
Bhat et al. [9] on a 1 L Labview-interfaced stainless steel batch reactor using NSGA-
II-aJG. In this study, the power input to the stirrer-motor and the temperature history
were used as a soft sensor to estimate, experimentally, the average molecular weight
and the monomer conversion in the reaction mass at any time, thus identifying
the state of the system (continuously). Sangwai et al. [66] extended the online
optimizing control studies on PMMA polymerization in a viscometer-cum-reactor
assembly for the more complex case of non-isothermal conditions using NSGA-
II-aJG. In addition to the JG operation, the adaptation of the biogenetic law of
embryology [59] was found to be quite effective in handling the complex problems
of online optimizing control. In this adaptation, the offline results were used as a
seed population, akin to the embryo, while solving actual online optimizing control
problems. This reduces the computational efforts considerably. This is illustrated in
Ramteke and Gupta [59] for the nylon 6 system.
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3.3 Optimization of Catalytic Reactors

Catalytic reactors are an integral part of the chemical industry. These are commonly
encountered in several petrochemical units and are associated with a turnover of
billions of dollars. Multiple objectives are present quite naturally in these systems.
Thus, MOO of these operations has been studied extensively [5, 45, 68]. A few
interesting cases are discussed here, e.g., production of phthalic anhydride (PA) and
maleic anhydride (MA), steam reforming, fluidized-bed catalytic cracking (FCC) of
heavier components of crude oil like gas oil, to value-added lighter products, like
gasoline or naphtha, etc.

Phthalic anhydride is a common raw material for polyester production. Com-
mercially, it is produced using the gas phase catalytic oxidation of o-xylene in
multi-tubular reactors. A single reactor tube involves several zones of catalysts with
alternate regions in between either being hollow or having an inert packing. This
is shown in Fig. 3.3a. The reaction scheme is shown in Fig. 3.3b. The reactions are
highly exothermic and the hollow regions or inert packings in between the catalyst
zones help keep the temperature of the gas within limits. The gaseous reaction
mixture coming out of the reactor is processed in “switch” condensers operating
alternately to separate the PA. At any time, the PA is condensed (and solidified) on
the metal surface of one of the condensers, while in the other, the solidified PA is
melted and the condenser made ready for use in the next cycle. The treated gas from
the condensers is then scrubbed with water, or incinerated catalytically or thermally.
This system has been modeled and multi-objectively optimized by Bhat and Gupta
[10]. The mass and energy balance equations for this reactor are available in Bhat
and Gupta [10]. The gas phase is described by ODE-IVPs while the nonlinear
algebraic equations describe the impervious catalyst particles. The industrial reactor
to be optimized comprises of nine catalyst zones with eight intermediate inert
cooling zones. The state of the system is defined using 20 decision variables: the
lengths, L1 � L8, of each of the eight catalyst beds (the length of the ninth catalyst
bed is calculated by using of the total specified reactor length), lengths, S1 � S8,
of the eight intermediate inert beds, concentration, cin, of o-xylene (OX) in the feed
per m3 air at NTP, the temperature, TF;in, of the feed, the mass flow rate, Pm, of the
co-currently flowing coolant, and the feed temperature, Tc;in, of the coolant. The
two objective functions (with penalty functions) to be optimized for this reactor are
maximization of the yield, XPA, of PA and minimization of the total length, Lcat, of
the (actual) catalyst bed [10]:

Objective functions:

max I1Œu� D XPA C w1 �
�
1 � XPA

XPA;ref

�2

C w2 �
�
1 � Lcat

Lcat;ref

�2

C w3 (3.9)

max I2Œu� D 1

1 C Lcat
Cw1 �

�
1 � XPA

XPA;ref

�2

Cw2 �
�
1 � Lcat

Lcat;ref

�2

Cw3 (3.10)
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Fig. 3.3 (a) Reactor setup with nine catalyst zones for PA production and (b) the reaction scheme
[10]

where, u D Œcin; TF;in; Tc;in; Pm; S1; S2; : : : ::; S8; L1; L2; : : : ::; L8�T and Lcat D
9X

iD1

Li

(3.11)

Subject to:
Constraints:

Tmax � 510 ıC (3.12)
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Total length of the reactor tube, Ltube D 3:5 m (3.13)

L9 D 3:50 �
8X

iD1

Li �
8X

iD1

Si (3.14)

Model equations (Bhat and Gupta [10]) (3.15)

Bounds:

65 � cin � 85g OX/(m3air at NTP) (3.16)

147 ıC � TF;in � 287 ıC (3.17)

337 ıC � Tc;in � 447 ıC (3.18)

0:001 � Pm � 0:005 (kg coolant)/s (3.19)

0:2 � Si � 0:45 m, i D 1; 2; : : : ::; 7 (3.20)

0:1 � S8 � 0:45 m, (3.21)

0:05 � L1 � 0:9 m, (3.22)

0:01 � Li � 0:2 m, i D 2; 3; : : : ::; 8 (3.23)

The values of XPA;ref D 1:2 and Lcat;ref D 3:6 m are used as reference values in
the penalty functions (somewhat arbitrarily). The values of L1 � L8 and S1 � S8

are selected optimally by the optimization algorithm. L9 is then computed using
Eq. (3.14). The weighting functions in the penalties used for constraint-violations
are selected as:

if XPA � 1:1; w1 D �500I else w1 D 0 (3.24)

if L9 � 0 m; w2 D �3000I else w2 D 0 (3.25)

if Tmax � 510 ıC in bed i; i D 1; 2; : : : ::; 9I w3 D 0I else D �3000 C 250.i � 1/

(3.26)

if Li � 0:01 m; i D 1; 2; : : : ::; 9I w3 D 0I else w3 D �300 (3.27)

The system parameters are given as: diameter of each reactor tube D 25 mm,
mass flux, G D 19; 455 kg m�2h�1, and diameter of the V2O5 � TiO2 catalyst
particles D 3 mm. This optimization problem has been solved by Bhat and Gupta
[10] using a slightly adapted version of NSGA-II-aJG. Also, the same problem has
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Fig. 3.4 Pareto-optimal front
for the two-objective
optimization problem
(Eqs. 3.9–3.27) of PA
production in a nine-bed
tubular catalytic reactor (25
generations) (adapted from
Ramteke and Gupta [59])

been used as a test problem for the Alt-NSGA-II-aJG [58]. The results obtained
by the latter algorithm were better than those from NSGA-II-aJG. Further, the
study was extended by Ramteke and Gupta [59] using the Biogenetic-NSGA-II-
aJG adaptation in which the seed solutions from the 7-catalyst bed MOO problem
(with 16 decision variables) are used. This gave optimal solutions in around 25
generations (see Fig. 3.4) whereas NSGA-II-aJG (without seeds) took around 71
generations.

Maleic anhydride (MA) is used for the production of unsaturated polyester resins.
It is commercially produced using fixed bed catalytic reactors with VPO catalyst and
with n-butane as the raw material. An improved model has been developed recently
by Chaudhari and Gupta [14]. The model incorporates Langmuir–Hinshelwood
kinetics. This model is similar to that of PA reactors and comprises of ODE-IVPs
for the gas phase and ODE-BVPs for the porous catalyst phase. The ODE-BVPs of
catalyst phase are converted into nonlinear algebraic equations using the orthogonal
collocation (OC) technique. The ODE-IVPs are solved using Gear’s algorithm
(D02EJF subroutine from NAG library) whereas the nonlinear algebraic equations
are solved using the modified Powell’s hybrid method (C05NBF from NAG library).
The MO optimization problem comprises of combinations of several objective
functions chosen from among maximization of the productivity, minimization of the
operating cost, and minimization of the pollution. The MOO problems are solved
using NSGA-II-aJG. The problems are also solved using the Alt-NSGA-II-aJG.
Interestingly, the latter algorithm was found to be superior to NSGA-II-aJG for
this two-objective problem but inferior for the three-objective problems. Details are
available in Chaudhari and Gupta. [14]

Steam reforming is used for the production of synthesis gas and hydrogen from
natural gas. A typical steam reforming unit consists of the reforming reactor, a shift
converter, and a pressure swing adsorption (PSA) unit. The reaction scheme [51,56]
for a feed of methane is given by:
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Reforming: CH4 C H2O • CO C 3H2I 4Hr D 8:623 � 105 .kJ/kmol/ (3.28)

Shift: CO C H2O • CO2 C H2I 4Hr D �1:7196 � 105 .kJ/kmol/ (3.29)

Reforming: CH4 C 2H2O • CO2 C 4H2I 4Hr D 6:906 � 105 .kJ/kmol/ (3.30)

Methane is mixed with steam and recycle hydrogen in the reforming reactor where
it is converted to CO and H2. This processed gas mixture is cooled by exchanging
heat with the boiler feed water. The cooled gas is further processed in the two-
stage adiabatic shift converter where CO is converted to CO2 and more H2 is
produced. The exothermic heat of reaction increases the temperature of the gas
mixture. The heated gas leaving the shift converter again releases heat to the boiler
feed water to produce very high pressure (VHP) steam. This cooled gas mixture is
then treated in a pressure swing adsorption (PSA) unit to separate out the hydrogen
and the off-gases. These off-gases with additional fuel are burned in the furnace
associated with the reforming reactor to supply the required endothermic heats of
reaction. This operation has been optimized using multiple objectives by Rajesh et
al. [56]. The objectives of the study were the minimization of methane feed rate and
maximization of the flow rate of carbon monoxide in the synthesis gas for a fixed
rate of production of hydrogen. A Pareto optimal front is obtained. The details of the
model and the results can be obtained from Rajesh et al. [56]. This study has been
extended for the dynamic operation of steam reformers by Nandasana et al. [51].
The problem comprises of the minimization of the cumulative disturbances of H2

and CO production for a given (simulated) disturbance in the input feed flow rate of
methane. The details of the formulation and the results are available in Nandasana
et al. [51].

Fluidized-bed catalytic cracking (FCC) is another important conversion operation
in most integrated refineries. The FCC unit (FCCU) comprises two important
equipment: the riser reactor to catalytically crack heavy crude-fractions like gas
oil to gasoline or naphtha, and the regenerator to burn off the deposited coke inside
the porous catalyst particles. An industrial FCCU has been modeled and optimized
by Kasat et al. [38] using NSGA-II. The model comprises a five-lump kinetic
scheme. Several MOO problems were formulated. The objective functions used are
maximization of gasoline yield, minimization of air flow rate, and minimization
of the percent CO present in the flue gas. The study was further extended using
the jumping gene adaptation, NSGA-II-JG. Indeed, this was the first application
of this adaptation in chemical engineering. The results obtained using NSGA-II-
JG were found to be superior and the new algorithm was faster as compared to
the original NSGA-II. The details of the model and results can be obtained from
the respective references. The MOO of hydrocracking reactors using NSGA-II was
studied by Bhutani et al. [12]. Several such studies have been listed extensively by
Masuduzzaman and Rangaiah [45] and Sharma and Rangaiah [68].
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3.4 Optimization of Separation Equipment and Network
Problems

Separations equipment and networks play an important role in chemical engineer-
ing. The overall cost effectiveness of chemical plants depends significantly on the
effective application of separations units. This leads to several interesting optimiza-
tion studies. These include the optimization of scrubbers, cyclones, adsorbers, froth
floatation units, etc. Among these, the optimization of froth floatation is described
in detail and the MOOs of other units, including heat exchanger networks (HENs),
are described briefly.

Froth floatation is used for separating valuable minerals, associated minerals,
and gangue from their finely ground ores. The process utilizes differences in the
surface properties of the minerals involved. In this process, finely ground ore
comprising of a mixture of minerals is suspended in an aerated liquid in which a
froth is generated using frothing agents (surfactants). In such conditions, one of the
constituents from the mixture, which is more difficult to wet by the liquid, tends to
adhere preferentially to the gas bubbles. The gas bubble-particle aggregates having
a lower effective density rise to the surface and float leading to a froth rich in a
given constituent. The froth is continuously discharged through an overflow weir
as a concentrated stream. Efficient separation depends on the percent loading of
the solids, type of frothing agent, rate of aeration, the pH of the aerated liquid,
etc. A typical flotation cell comprises of a single feed stream and two exit streams,
a mineral-rich concentrated stream, and gangue-rich tailings. The performance of
the flotation cell is measured using two parameters: recovery, Rc , and grade, G.
The former is the ratio of the flow rates of the solid in the concentrated stream to
that in the feed stream, whereas the latter is the fraction of the valuable mineral
in the concentrated stream. Usually, several floatation cells are used in combination
(circuit) to increase the overall separation efficiency. A common strategy to improve
the grade is to introduce the feed to a rougher cell and the concentrate stream
from it is further refloated subsequently in more and more cleaner cells, whereas
the gangue-rich tailings are refloated in scavenger cells. Mineral beneficiation is a
billion dollar business and is used for the processing of several thousands of tons of
ore per year. Clearly, the marginal improvement in the overall efficiency can have
significant economic impact. Moreover, minerals are gradually depleting and it is
becoming increasingly important to extract lower-quality ores. This gives significant
impetus for the optimal design of froth flotation circuits.

Guria et al. [30] modeled and optimized (for SOO and MOO) a general
circuit [46] having two flotation units. The schematic of such a simple circuit is
shown in Fig. 3.5. A feed of just two species, valuable and gangue, is fed to the
circuit. The objective of the study is to maximize the overall recovery (Rc) of
the concentrate while maintaining the desired grade (Gd ) of the concentrate and
having a desired value of the total volume (Vd ) of the cells. The decision variables
are the two residence times, �.� Œ�1; �2�T /, and the cell-linkage parameters,
ˇ.� Œˇ10; ˇ11; ˇ12; ˇ20; ˇ21; ˇ22�T / and ı.� ŒıF1; ıF 2; ı10; ı11; ı12; ı20; ı21; ı22�T /.
The SOO formulation is given as:
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Fig. 3.5 Generalized froth flotation circuit (adapted from Guria et al. [30]) with two cells

Objective function:

max I1Œ�; ˇ; ı� D Rc (3.31)

Subject to:
Constraints:

G D Gd I V D Vd (3.32)

mX
iD1

ıF;i D 1:0 (3.33)

mX
iD1

ık;i D 1:0I k D 1; 2 : : : ::m (3.34)

mX
iD1

ˇk;i D 1:0I k D 1; 2 : : : ::m (3.35)
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Fig. 3.6 Pareto-optimal front
(adapted from Guria et al.
[30]) for the MOO of a froth
flotation circuit

Model equations [30] (3.36)

Bounds:

0 � ˇ � 1I 0 � ı � 1 (3.37)

�i;L � �i � �i;U I i D 1; 2 (3.38)

Here, m represents the number of cells (D 2). Equations (3.33)–(3.35) ensure the
sum of the fractions of the split streams to be equal to 1. The problem comprises of
a total of 16 variables and five constraints. The other details can be obtained from
Guria et al. [30]. These workers have solved this problem using NSGA-II-mJG.
The results obtained were found to be superior to those of Mehrotra and Kapoor
[46] using the conventional Luus Jaakola [43] technique (it is clear that the latter
algorithm led to local optimal solutions instead of a global optimum). The study
was extended for multiple objectives with the maximization of the overall grade (G)
being the second objective function. The Pareto optimal front for this MOO study
is shown in Fig. 3.6. The study was further extended to the MOO of an industrial
fluorspar beneficiation plant [32].

Cyclone separators (or just cyclones) are frequently used for vapor-solid separa-
tions in the chemical industry. Most of the early designs were based on practical
experience. These crude designs, however, required further refinement. Also, in
the competitive industrial environment of today, optimization of these units is
desired. One such study was carried out by Ravi et al. [63] to optimize a train
of several industrial cyclone units using NSGA. The MOO problem comprises
of two objectives, the maximization of the overall collection efficiency and the
minimization of the pressure drop. The decision variables used were the number
of cyclones and some geometric parameters of the cyclones, e.g., diameter of the
cyclones, diameter of the exit pipe, diameter of the base of the cyclone, total height
of the cyclone, depth of the exit pipe, height of the cylindrical portion of the cyclone,



76 S.K. Gupta and M. Ramteke

Fig. 3.7 A typical simple
heat exchanger network
(adapted from Agarwal and
Gupta [2])

height of the cyclone inlet, width of the cyclone inlet, and inlet vapor velocity.
Pareto optimal fronts were obtained using NSGA. The study gave important insights
that the diameters of the cyclones and vortex finder, and the number of cyclones
used in parallel, are critical parameters in deciding the optimal performance. More
recently, the MOO of cyclone separators using GA was investigated by several
researchers [55, 65]. Ravi et al. [64] further extended their study for the MOO
of venturi scrubbers. These are used for the separation of gaseous pollutants. The
objectives used were the maximization of the overall collection efficiency and the
minimization of the pressure drop. Pareto optimal fronts for this system were again
obtained. Details can be had from the respective references.

The principle of adsorption is used in a variety of processes for separation.
Adsorption in a chromatographic process such as a simulated moving bed (SMB)
system or the Varicol process is one such interesting operation. These are used in
the pharmaceutical sector for the separation of large-scale fractionation of xylene
isomers or sugar isomers. One of the earliest MOO studies of this operation was
reported by Zang et al. [77, 78] and Subramani et al. [71]. The objectives used
were the simultaneous maximization of the productivity and of the purity. Pareto
optimal fronts were obtained using NSGA. The results reported by Subramani et al.
[71] show significant improvement for both the SMB and Varicol processes. These
studies were extended by several other researchers from same group.

GA has also been applied to several other separation processes such as membrane
separations [76], desalination [31], and crude distillation [37]. Details may be
obtained from the respective references.

Network systems similar to the froth flotation circuits discussed above, are
quite commonly encountered in chemical engineering. Important examples are heat
exchanger networks (HENs) and networks incorporating several heat exchangers
and distillation units. Optimal designing of heat exchanger networks is an important
chemical engineering problem. Recently, Agarwal and Gupta [2] optimized heat
exchanger networks using NSGA-II-sJG and NSGA-II-saJG. A typical simple heat
exchanger network studied by these workers is shown in Fig. 3.7. It comprises of
three cold streams (the upper three horizontal lines with the arrows pointed toward
the left) and three hot process streams (lower three horizontal lines with arrows
pointed to the right). The heat exchange between these streams is shown by vertical
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Fig. 3.8 Pareto-optimal front
for MOO of heat exchanger
network (adapted from
Agarwal and Gupta [2])

connecting lines. The objectives of the study are minimization of the annualized
cost and minimization of the total hot and cold utility (water and steam) required,
the latter fast becoming a scarce natural resource. The decision variables used are
the number of intermediate heat exchangers (which decrease the utility requirements
but increase the capital cost) and the intermediate temperatures of the streams. An
important point in such problems is that since the number of heat exchangers is not a
fixed value, the number of decision variables is different for different chromosomes.
That is, the length of the chromosome changes dynamically. The sJG and saJG
adaptations handle such unequal lengths of chromosomes. One of the formulations
solved by Agarwal and Gupta [2] is:

Objective function:

max I1 D Annual cost (3.39)

min I2 D Total requirement of the hot + cold utility (kW) (3.40)

Subject to:
Constraints:

Model equations (Agarwal and Gupta [2]) (3.41)

Complete details of the model can be obtained from Agarwal and Gupta [2]. The
MOO results are shown in Fig. 3.8. The results are also compared with SOO results
obtained by the heuristic approach of Linnhoff and Ahmed [42]. The MOO results
give an important insight for selecting the operating point, which in this case is
to operate the system at a slightly higher value of the annual cost since it reduces
the total utility requirement from about 58,000 kW for the single-objective solution
(min cost) to about 54,000 kW (see Fig 3.8). Several studies on separation units
have been listed extensively by Masuduzzaman and Rangaiah [45] and Sharma and
Rangaiah [68].
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Fig. 3.9 A simple crude oil scheduling problem (adapted from Ramteke and Srinivasan [62])

3.5 Planning and Scheduling Optimization of Chemical
Processes

Scheduling and planning problems are conventionally optimized [47] using linear
programming (LP) solvers. Recently, however, the use of evolutionary algorithms
such as GA has become popular for solving such problems due to the distinct
advantages they offer for solving problems involving multiple objectives. Also,
several studies have been reported using hybrid LP-GA. The crude oil scheduling
optimization of a marine-access refinery is explained in detail.

Crude oil scheduling in marine-access refineries involves the unloading of crude
from ships into storage tanks and thereafter charging the crude to distillation units
(CDUs). Usually, crudes arrive in very large crude carriers (VLCCs) with com-
partments for multiple crude parcels, or in smaller, single-parcel ships. VLCCs are
docked off-shore at a single buoy mooring (SBM) station whereas small ships can be
unloaded directly at on-shore jetties. The operation involves simultaneous unloading
of several ships. The continuous fluctuation in oil prices makes the refinery business
highly agile in nature. Also, low profit margins put an excessive pressure for
optimum planning and scheduling to increasing the throughput, intelligent use of
less expensive stocks, reduction in logistics and demurrage (waiting) costs, and
better control. Ramteke and Srinivasan [62] have solved several SOO and MOO
problems for crude scheduling of large-scale refinery operations using the structure-
adapted GA (SAGA).

A simple representation of the crude oil scheduling problem is given in the
Fig. 3.9. It comprises of a single VLCC unloading of four different parcels, P1 �P4,
one by one in four tanks, Tanks 1–4. The crude from these tanks is then charged to
two CDUs, CDU 1 and CDU 2. The profit margin on processed crude depends on
the components present in the crude. Different parcels have different compositions
that change continuously while charging and discharging them from the tanks. Also,
CDUs have restrictions on the processing compositions. Clearly, the unloading of
the crude to the tanks and then charging to the CDUs requires intelligent planning
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and scheduling in order to maximize the profit. Ramteke and Srinivasan [62] have
solved several SOO and MOO problems. The system is modeled using a discrete-
time formulation. In such a formulation, the scheduling horizon is divided into
several equal-length time-periods. The flow rates of the various streams remain
constant during a time period but change across time periods. The flow rates of
the streams for all the time periods represent the decision variables. Also, the
flow rates of the streams are constrained based on the flow rates of the streams
in the previous and the successive time periods. This leads to a significantly high
number of decision variables and constraints. Complete details can be obtained from
Ramteke and Srinivasan [62]. The objectives used were the maximization of the
profit and the minimization of the fluctuations in the crude charging to the CDUs.
The formulation is:

Objective function:

max I1 D M � L � P (3.42)

min I2 D �2 � P (3.43)

Subject to:
Constraints:

Model equations [62] (3.44)

In Eq. (3.42), M is the total margin after processing the crude, L is the total logistics
cost, and P is the total penalty for violating the minimum hill required in the tank,
exceeding the demand and violating the quality specifications. In Eq. (3.43), �2 is
the square of differences of the successive inter-period flow rates of the crude. The
number of decision variables and constraints associated with this problem is of the
order of several thousands. Obviously, solving such a large system of equations
using the stochastic procedure of GA is a herculean task. However, the concepts of
graphs play an important role in reducing the size of the algorithm to manageable
limits of the order of a few hundred variables (still too large compared to usual
applications of GA where it is of the order of about a hundred). Here, most of
the combinatorial constraints are taken care of by the graph that would otherwise
have required tackling using penalty functions. The results obtained using SAGA
for SOO formulations are close to those obtained using mixed-integer LP (MILP)
solvers, and in some cases are even better. However, the most important observation
is in terms of the CPU time that scales linearly with size using SAGA compared
to MILP. For a simple problem, MOO results have also been obtained. The optimal
results were found to reduce the fluctuations in the CDU flow rates considerably
(see Fig. 3.10). Also, the CPU time required for solving these problems is quite low
(of the order of hours for several problems) compared to the requirement for LP-GA
hybrid procedures for similar formulations [50]. More details of the model and the
optimization can be obtained from Ramteke and Srinivasan [62].
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Fig. 3.10 (a) Pareto-optimal front for the MOO of a simple refinery crude oil scheduling problem
shown in Fig. 3.9 and (b) the further analysis of a selected point, A (obtained for SOO), and the
robust optimal point, B, obtained using MOO (adapted from Ramteke and Srinivasan [62])

In polymerization plants, generally, several grades of product are produced from
the same reactor. A common example is the production of different grades of
polymer based on their tint. Usually, the polymer produced from the reactor is pro-
cessed further through different parallel extruders. The sequence of predecessor and
successor grades decides the transition times and the amount of off-spec production.
Thus, the selection of an optimal sequence of production of multiple grades is an
important problem and is commonly referred to as short-term scheduling. Ramteke
and Srinivasan [61] have modeled and optimized such short-term scheduling of
a multi-product polymer plant using both SOO and MOO. They have used real-
coded adapted GA. The formulation utilizes a continuous-time representation. The
objectives used were the minimization of make-span and the minimization of
lateness. The results obtained were comparable to those from MILP solvers. Process
scheduling and planning problems have been extensively studied using GA in the
literature. Details can be had from the reviews by He and Hui [33], Oliveira et al.
[52], Masuduzzaman and Rangaiah [45], and Sharma and Rangaiah [68].

3.6 Optimization of Combinatorial Problems

Many real-life situations often lead to combinatorial formulations. In these, the
input variables are combinatorial sequences. A popular and simple combinatorial
optimization problem is the travelling salesman problem (TSP). In this problem, a
salesman has to visit each city once from the given set of cites and finally return to
the starting city. The objective function is to minimize the total distance travelled.
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The decision variable is the sequence of cities which the salesman has to visit. Such
situations are commonly encountered in scheduling and planning of chemical plants,
protein folding, etc. Straightforward application of GA to such problems is a futile
exercise since only a few of the combinatorial sequences generated randomly are
feasible [23]. Thus, in most of the cases the procedure of identifying the feasible
sequences are incorporated in the initial generation and operating procedures of
GA. One such interesting illustration of the application of GA is protein folding, as
reported by Unger and Moult [73] using Dill’s HP model [20]. In this, the amino
acids are categorized into two types based on the hydrophobic (H) and polar (P)
nature of its residues. The formulation [35, 41, 73, 74] is as follows:

Objective function:

min I1.�/ D .
X
i;j

4ri;j Ei;j /� I i; j�Œ1; n� (3.45)

where Ei;j D �1 for each non-bonded H-H contact, otherwise D 0 (3.46)

4ri;j D 1 when si and sj are adjacent but not connected amino acids;
otherwise D 0 (3.47)

Subject to:
Constraints:

Amino acids fill in the lattice of 2D or 3D in non-self-intersecting paths (3.48)

Here, � is the variable representing the sequence of non-bonded adjacent amino
acids, n is the total number of amino acids present in the protein molecule, and
Ei;j represents the energy of interaction between si and sj adjacent, but not
connected, amino acids. For a simple problem of 36 amino acids with a sequence
PPPHHPPHHPPPPPHHHHHHHPPHHPPPPHHPPHPP, the optimum conforma-
tion is obtained by Unger and Moult [73] for a 2D lattice using SGA with some
modified moves. The optimal conformation obtained is found to comprise all
the hydrophobic residues embedded inside the surrounding polar residues, which
agree well with reality. For a given sequence of amino acids the lowest energy
conformation is obtained at an average energy of �14. The details can be obtained
from Unger and Moult [73]. These studies are further extended in the literature
[35,41,74] for more complex cases of 3D folding. Although, the global optimum is
not guaranteed using GA for such problems owing to its NP (non-deterministically
polynomial time) complete nature and the energy functions used are too simplified
compared to reality, it still provides very good starting solutions for more rigorous
deterministic searching. Similar challenges are commonly seen in various other
NP complete problems such as the travelling salesman, graph coloring, knapsack
problems, etc. This is also illustrated in the adaptations used for planning and
scheduling problems described above. Several recent advances for such problems
have been reviewed by Hu et al. [36].
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3.7 Application of GA to Data-Driven Problems

Very often, large amounts of data are generated in rigorous experimentation or
simulation (molecular dynamics, computational fluid dynamics, finite element
methods, etc.) of real-life processes. Optimization of such processes is often
associated with the use of data-driven models. These models represent a simplified
version of the rigorous model used to generate the data. Thus, these are associated
with several challenges in order to represent the system accurately and at the
same time keeping the formulation simple. Frequently, concepts from several other
artificial intelligence techniques are combined with evolutionary algorithms to
handle such systems. Recently, evolutionary neural networks (EvoNN [49, 53, 54])
and bi-objective genetic programming (BioGP [26,27]) have been applied to handle
data-driven problems in materials science for steel making [11, 40]. One such
application of real-coded NSGA-II for process monitoring optimization of the
Tennessee Eastman challenge process [21] is reported by Ghosh et al. [25].

The Tennessee Eastman challenge process is a popular test process used for
analyzing the process monitoring models and comprises of a reactor, a compressor,
a condenser, a separator, and a stripper unit. The process involves the reaction
of gaseous reactants, A, C, D and E, in the presence of an inert, B, to produce
liquid products, G and H, with a by-product, F. Process monitoring involves a total
of 52 measured variables comprising 19 composition measurements, 22 process
measurements and 11 manipulated variables. These are recorded every 3 min. The
data comprises 21 kinds of programmed known faults. The 500 samples from
normal operating conditions and 480 samples from normal and each of the 21 fault
conditions are present in training and validation datasets, respectively. The problem
formulation involves the minimization of missed detection rate (MDR) plus false
alarm rate (FAR) and minimization of the number of variables (N) used in the
reduced principle component analysis (PCA) model as follows [25]:

Objective function:

min I1.�/ D MDR + FAR (3.49)

min I2.�/ D N (3.50)

Subject to:
Constraints:

Datasets [15, 21, 25] (3.51)

Reduced PCA model equations [25] (3.52)

Here, � represents the reduced set of selected variables from a total of 52. The
results obtained using real-coded NSGA-II are plotted in Fig. 3.11, which shows that
the performance improves significantly by combining GA and reduced PCA over
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Fig. 3.11 Pareto-optimal
front for the Tennessee
Eastman challenge problem
using real-coded NSGA-II
(adapted from Ghosh et al.
[25])

PCA. The minimization of the number of variables particularly helps in reducing
the false alarm rate by 3.6 %, while simultaneously reducing the missed detection
rate. Further details can be obtained from the respective references.

3.8 Closure

The last four decades have seen the complete revamping of the area of optimization
from derivative-based SOO to computationally intensive stochastic MOO. GA has
played a pioneering role in knocking the doors of stochastic optimization, which,
earlier, was thought as a distinct dream, at least for real-life chemical engineering
applications. The performance of production units, separations units, and even
decision-making has improved immensely with the use of GA. Even the most
complex model equations of these systems with variables ranging from over several
thousand and with multiple objectives are now handled with ease. In the process,
many faster and flexible versions of GA have been developed. While computing has
become easier, new challenges are continually opening up in interdisciplinary areas
such as complex biological systems, energy applications, biomedical applications,
etc.
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Abstract—The use of video streaming for communication is 
becoming very popular among social and industrial applications 
such as video calling Skype, ‘we chat’, security system, 
surveillance system etc. This paper presents the analysis & 
prototype design of system for wireless video streaming in ISM 
band which make the system very low power  and of much lower 
cost for perimeter control. Conventional rate policing such as 
generic cell rate algorithm is inadequate to sufficiently regulate 
transmission of data sources over Zigbee limited by bandwidth. 
Hence, it is very difficult to transmit JPEG pictures 
over Zigbee channel. A segment entitled traffic is introduced to 
prevent excessive overflow of JPEG pictures data over the 
Zigbee channel. We are proposing a system which will capture 
pictures through Vision Sensor (Serial JPEG camera – RS232) 
and transmit through XBee, 2.4GHz(ISM) as RF Transceiver and 
can be deployed in any highly sensitive defense area for 
perimeter control. 
Keywords— Vision Sensor, Microcontroller, Video Streaming, 
JPEG, Wireless protocol (Zigbee), perimeter control 

I. Introduction 

Wireless sensor networks (WSNs) have received lots of 
attention in recent years. WSN have been applied to multiple 
fields such as video surveillance, home automation, and health 
care [13].Video streaming in wireless networks could be a 
promising and difficult application. The reduced quantity of 
obtainable information measure, similarly because the low-
computational power offered for exploit and process video 
frames on little devices, imposes the transmission of low 
resolution video frames at a coffee frame rate. In such a 
situation the number of knowledge carried by each video frame 
must be preserved as much as possible in order to avoid 
possible artifacts in the reconstructed dynamics of the scene 
[14].The system is based on ARM microcontroller (LPC2138) 
from Phillips. Images are captured from an onboard camera 
connected to an embedded single board computer [12].The 
captured pictures are read by the Microcontroller which is 
capable of transmitting it to receiver with the help of a suitable 
transceiver device like XBee. The system comprises of the 
video monitoring system [1, 2].  Conventional rate policing 
such as generic cell rate algorithm is inadequate to sufficiently 

regulate transmission of data sources over bandwidth 
limited Zigbee [9]. Therefore, it is impossible to transmit JPEG 
pictures over Zigbee channel. Segmentations introduced to 
prevent excessive overflow and Control bandwidth [4, 5] of 
JPEG pictures data over the Zigbee channel. In this system we 
have used Camera (Serial JPEG camera – RS232) for capturing 
pictures and it transmit multiple pictures in one second to 
receiver in such a way that it look like a video. The image 
sensor node senses and transmits the variations in the local 
environment to the central computing unit placed within the 
range. The receiver receives the pictures and displays 
continuously on MATLAB GUI on PC through USB to serial 
cable which look like a motion picture or video. 

II. BLOCK DIAGRAM 

A Controller receives image information from vision sensor. 
This information is transmitted to the coordinator and the 
transceiver. Now, the nodes Transceiver send a signal to the 
coordinator Transceiver to share the information in the 
wireless network.   We take into a account a network of one 
slave nodes using ZigBee module and one master node 
(sink).Slave node can send the non heritable information to the 
master node. The master node is interfaced with computer 
with the assistance of USB to serial cable. The result can be 
logged of with the help of GUI on PC. The program of each 
node is written on embedded C through coder and debugger 
Keil. Figure.  2.1 And Figure.  2.2 shown below show the 
block diagram for the proposed model. 

 
Figure 2.1: Block diagram for video Monitoring System 
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Figure 2.2: Block diagram for display unit 

 

 

III. REAL TIME DEVELOPMENT 

The monitoring unit captures the image from main unit. This 
data is fed to microcontroller. Microcontroller fetches the data 
and transmits it over the network.  The following is the list for 
the components used in the proposed model: 
 

• LPC2138 (ARM7TDMI-S) 
• Vision Sensor 
• MAX232 
• Power supply units 
• Zigbee module 
• GUI Display 

A. ARM (LPC2138) 

It is a Controller from Phillips which is powered by the ARM 
core.  It is a 16/32-bit, low powered with 512 kilobytes in-
system self-programmable flash. This core is capable of 
running with a 60MHz crystal.  The microcontroller features 
programmable serial two USART and master/slave SPI serial 
interface. It has Fast GPIO lines and 64 pin QDIP.  

B. Vision Sensor 

Video streaming in wireless networks is also a promising and 
tough application. The reduced amount of procurable system of 
measurement, equally as a result of the low-computational  

 
Figure 3.2.1:  vision sensor 
 

power out there for effort and method video frames on little 
devices, imposes the transmission of low resolution video 
frames at associate degree occasional frame rate [10].The 0.3M 
pixel Serial JPEG Camera [3] module incorporates a small size, 
low power consumption, and stable operation.  Rate for 
transferring JPEG footage is 115200bps [4, 5] [6, 7]. The 
camera uses the advanced Omni Vision color detector JPEG 
codec for varied resolutions.  The use of the Omni Vision 
CMOS VGA color detector makes this associate degree 
occasional powered consumption unit. 

C. MAX232 

This is level converter IC from MAXIM which is used to 
make logic compatibility between TTL and RS232 logic. The 
IC converts the 5V logic into a 8V negative logic.  This 
converter is located between the microcontroller and the 
Zigbee module, the microcontroller uses TTL logic whereas 
the Zigbee module uses RS logic. The main purpose of this 
converter is to convert the TTL logic to RS logic. 

 

D. POWER SUPPLY UNIT 

This unit is basically designed to power up the node 1 and 
node 2. This provides 5 V, 500mA output to drive the nodes. 
Here, the AC voltage at 220V is stepped down to 20V using a 
220/20V steps down transformer. This AC voltage at 20V is 
fed to rectifier that converts it to DC voltage and is then 
filtered using 40 Farad shunt capacitor. The filtered DC 
voltage is then regulated using a 7805 regulator, and is then 
supplied to the the microcontroller work  at 5V, 500 mA. 
 

 

E. Zigbee MODULE 

This is radio frequency transceiver module, which may 
facilitate the OEM designers to style their remote applications 
within the fastest manner. ZigBee sensor network for 
collecting location information as well as an 802.11 network 
for streaming video contents [11]. The circuit is meant with 
SMD elements and therefore the module size is little enough 
to be able to be fitted in nearly any application. These modules 
square measure supported IC CC2500 by chipcom. It works at 
frequency of 2.4GHz, bandwidth of 250 kbps at LAN 802.15.4 
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protocol.  The device works in half duplex mode. Zigbee 
modules are low power consuming devices, i.e. they can even 
work on battery power for long durations. These modules are 
one time expenditure devices; they do not require constant 
maintenance. These devices have no moving parts and are 
rugged in construction hence can tolerate rough usage. 
The node shown in Figure3.4.3. Is the simulation model of 
transceiver node of hardware unit, in which USART1 is work 
as receiver and USART0 work as transmitter. 

 
Figure 3.4.1: Zigbee View 

 
Figure 3.4.2:  ZigBee Interfacing with DB9 

 

 
Figure 3.4.3: -Simulation Model of Node 

 
 

 
Figure 4 Steps for software development 

IV. SOFTWARE DEVELOPMENT 

The firmware for the model is developed using C 
programming language. The binary code is generated with the 
help of Win ARM compiler based on GCC port by GNU. 
The IDE used is keil uV4. Microcontroller has been 
programmed to test the hardware as well to achieve the goal of 
WSN application, which involved the following steps 
 
 

A.  CODING / DEBUGGING 

Coding / debugging in a high-level language (such as C, or 
Java) or assembler. A compiler for a high level language helps 
to reduce production time. To program the microcontrollers 
the Win ARM was used. Programming was done strictly 
within the C language. The ASCII text file has been 
commented to facilitate any occasional future improvement 
and maintenance. 
 

I. Algorithm for slave node 
1. Initialize Controller port as Output with respect to USART 

Communication. 
2. Receive data from Image sensor. 
3. Delay up to completion of data reception. 
4. Transmit Sensor data through WSN Protocol. 
5. Delay up to transmission Completion. 
6. Go to step 3 (Infinite looping). 
7. If Any Error, Terminate Program.  
 
 

II. Algorithm for Master node 
1. Create Graphical User Interfacing Window. 
2. Open Serial Port to Communicate. 
3. Receive data via Serial port from WSN Protocol. 
4. Delay up to receive data Completion. 
5. Convert data in to Matrix. 
6. Convert data in to Gray Scale Image. 
7. Display Image in GUI 
8. Image matching with data base for authentication  
9. Go to Step 3. 
10. If any Error, Terminate Program. 
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B. COMPILING&BURNING 

The compilation of the C program converts it into machine 
language file (.hex). This is the sole language the 
microcontroller can perceive; as a result of it contains the first 
program code regenerate into a positional notation format. 
Machine language (hex) file of compile program burned into 
the microcontroller’s program memory is achieved with a 
dedicated programmer. 

 

C. EVALUATION 

The system performed all the required tasks and behaved as 
expected and hence the software development phase is 
completed. The whole procedure was repeated several times to 
arrive at the final result. 

 

V. SETUP OF SYSTEM 

The slave node shown in Figure5.1 consists of the transmitting 
end of the Picture capturing Unit hardware which contains 
JPEG Camera, a power supply unit, the ARM controller, and 
the XBEE Unit as the main components. 
The master node shown in Figure 5.2 consists of receiving end 
of hardware which contains the power supply unit, ARM 
Controller and the XBEE module as its main components. 
The graphical user interface is shown in Figure5.3. The image 
of the intruder is connected in real time through serial 
communication to receiver unit. In this Figure the output 
image of an intruder (sample) which is captured by a slave 
node placed near the boundary wall of the compound of   
 
UPES is shown. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5.2: - Master Node 
 

 
Figure 5.3: Mat lab GUI for Image Display 

 
                    VI. RESULTS AND DISCUSSION 

The proposed algorithm was applied on developed hardware. 
The algorithm was implemented successfully to stream video 
data wirelessly that is received at end point for monitoring. 
This system takes one image of 160X128 pixel sizes, which 
can send  85 images data respectively  in one second as per 
bandwidth of XBee. This system can be applied to monitor and 
control the video and data on any mobile platform. Since it is 
impossible to transmit MPEG video through Zigbee because of 
its limited bandwidth, this paper has devised a method to 
transmit the JPEG image via Zigbee.JPEG which is sufficient 
for any security and surveillance purposes for perimeter 
control, The individual nodes were deployed on the periphery 
of the boundary wall of the campus. If any intruder is detected 
by any node, then the image of the intruder will be sent 
wirelessly to the control room of the security. In the control 
room the image of the intruder will be reconstructed by using 
MATLAB algorithm and then verified by matching the image 
with the image of the authenticated person. 

 

VII. CONCLUSION AND FUTURE SCOPE 

Conventional bandwidth problem can be removed or 
overcome by using such algorithm, currently we are working 
with low quality images, in future we will try to improve the 
quality of image. 

Figure5.1: Slave Node 
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Abstract - The Communication needs for public safety 
networks and the Process Management are compared and the 
concept of Safety Grid is deduced, The elemental & cognitive 

functional safety in a System of Systems View is related to 
Safety Grid, Safety management of chemical storage tank is 
used to analyse influences of Theory of constraints, Cognitive 
Safety and Functional Safety, Safety information model is 

derived as a function of People, Process and Things. People in 
the context are either Informed (Aware), Associated or 
Acknowledge (Act), Process is segregated as Rules, Verify, 
Measure or Simulate. The system structure is modelled with 

respect to People, Process and Things as related in Internet of 
Everything with a Thing Architectural Model defined by an 
OR3C communication interface using CoAP transport model. 

Index Terms - Safety Grid, Functional Safety, LTE, 10E, 

CoAP. 

I. INTRODUCTION 

Safety Management can be defined as a 

businesslike approach to safety, It is a systematic, 

explicit and comprehensive process for managing safety 
risks, As with all management systems, a safety 
management system provides for goal setting, planning, 

and measuring performance. A safety management 
system is woven into the fabric of an organization. 

Globally governments have begun to adopt a national 

broadband plan and also provide a dedicated spectrum 

for Public Safety utilizing the Evolved Packet Core 

Long term Evolution cellular technology. Safety 

Management deals with both the prevention of 
accidents and as well as managing emergencies. The 

suitability of the LTE networks and the architectures for 

emergency response has been detailed out by the Dept 
of Homeland Security [1]. The systems thinking 

paradigm creates a human centered approach in the 
systems design and the overall system safety is then a 

function of interactions, interfaces and risk reduction by 

proactive monitoring and probabilistic failure models, 

This work is part of an ongoing research on Safety 

Communication Systems Design using Public Safety 

Broadband LTE Networks. The research was scheduled 
as 4 chapters 

a) Review of functional Safety Models for Safety 
Management Systems. 

b) Functional & Cognitive Safety Aspects for Disaster 

Preparedness & Management 
c) Safety Information Modeling in the IoE context 
d) Safety System Design - Architecture, Models & 

Communications, 

In this forum, we present the results of our work so 

far in the chapters A, B & C, and put forward the work in 

progress in chapter D. 

II. SAFETY MANAGEMENT SYSTEM : STUDY & 
RESEARCH HYPOTHESIS 

Enterprise Process Safety Management Systems and 
Public Safety Management systems were compared and 

this took us to a level of understanding on the subject of 

modelling the public safety systems and its 

communication back-bone. 

The enterprises have developed their internal safety 

management processes to build and operate their 
processes they face challenges like a) compliance, b) 

presumptions, c) Tacking & measurements, d) Business 

impact, e) systematic fault avoidance that impacts overall 
safety performance. In Hydrocarbon Processing journal, 

Turk & Mishra [2], explain the role of Process Safety 

Management beyond functional safety principles by 

identifying the Key Performance Indicators (KPI). They 

list down nine steps for effective industrial management 

that goes beyond functional safety in an organization as 
way to monitor and control the risk and safety in the 

industry, 

In one form the overall safety integrity is a function 

of the above challenges, it is a complex manifestation of 

the above factors as described by Turk & Mishra. In 
another form the challenge of Compliance Adherence 

remains a major threat with its associated situational 

manifestations as per the ASM(R) Consortium. SMS for 
Public Safety, Handbook for ESI and GSI companies 

New Zealand, has outlined what the Electricity and the 

Gas Distribution companies should adhere for creating 
public safety and how should they be complying with the 

jurisdictions and standard bodies. They also explain the 

implementation model in one of the distribution 

companies and its details are shared in the hand book 

[3].The California department of public safety had given 

in its view the next generation public safety system shall 
be a system of systems and this helps the scalability and 

reliability of the overaIl system [4]. 

In the Public Safety Communication Model Fig. 1, 

the foundation principles are based on the elemental and 

cognitive functional safety models as the next generation 
public safety is a socio-technical system as discussed 

about the different models of functional safety. The 

accident models lay emphasis on the cognitive aspects 

ASM(R) - ASM is a registered trademark of Honeywell International Inc. 



and the functional resonance model [5] and the STAMP 

model [6] lay focus on the theory of constraints for the 

accident occurrence. The safety management information 

model layer represents the HSEQ(Health , Safety, 

Environment & Quality) models similar to that described 
in the industrial world. As the next generation public 

safety communications is conceived in the tlat-IP 

networks, it is important to have communication layers 

of protection as in any cyber security means. The 

emergency response service oriented applications form 

the last layer of protection to combat the disasters and 

this layer assists in disaster preparedness. The two other 

layers conceived are the distributed sensor management 

and the demand response layers which act as information 

providers and consumers on the safety loop. 

Er;nergency Response SOA 

S�fety Management 
Information Model 

Demand Response Information Model 

Distributec:l Safety Sensory 
Information Model 

Data & Cyber Secu�ity Framework 

Elemental & Cqgnitive 
Functional Safety 

Fig. 1. Safety Grid [7] 

III. FUNCTIONAL & COGNITIVE SAFETY ASPECTS 

ANALYSIS 

Table 1. Relation of Safety Grid & Integrated Safety Systems 

Safety Grid Integrated Safety System 

Elemental Functional Safety Asset Management & Detection 

Emergency Shutdown Systems 

Data & Cyber Security Physical Protection 
Framework 

Secure Process Control 

Distributed Safety Sensory Effective Operating Environment 
Model 
Demand Response Infolmation 
Model 
Safety Management 
Infonnation Model 
Emergency Service SoA Emergency Response 

Boundary Management 

Abnonnal Situation Management 

The Safety-Grid was compared against the Integrated 

Safety system [5] shown in Table 1. The emergent needs 

of integrated safety systems are strongly grounded on 

Functional Safety, effective operating environments and 

emergency response as a layer of protection. In 
Emergency Management, cognitive aspects of Alarm 

Visualization and Perception take higher root as defined 

in Abnormal Situation Management. 

There has been an insufficiency in effective and 

regular auditing by authorized third parties as cited by 
Mannan [6] . Compliance to Guidelines and Constraints 

are surrounded by Cognitive Capabilities of the users and 

are situational as well as are bound by the organizational 

commitments. A series of accidents were reviewed and 

they signify the lapses in compliance adherence and 

inadequacy of audits to prevent failures and accidents 
specifically in chemical storage tanks. Mannan puts that 

audit functions from bodies like OSHA are also at lapses, 

it is impossible to have government bodies alone to 

sufficiently monitor compliance [6]. Auditing Bodies 

and Supplementary Auditing Systems (Manned and 

Unmanned Sensors) have to be placed to enforce 
compliance and reduce such accidents. With this ground, 

total of 118 requirements in tank construction and 

operations were categorized with respect to a) Theory of 

Constraints, b) Functional Safety and c) Cognitive 

safety. They were further annotated with respect to 1) 
Diagnostic Sensing, 2) Automated Sensing, 3) Manual 
Verification & 4) Periodic inspection and the summary 

is shown in Table 2. 

Table 2. Summary of Safety Classification & Sensing 

Safet) \leasurement Method 10 
Require Diagn \utom Manual Period "iot tal 
ment ostic ated Yerific ic \pplic 
Categor Sensin Sen sin ation Inspee able 
) g g tion 

Cognitiv 6 7 22 7 8 50 
e 
Require 
ments 

Theory IO 7 14 5 I 37 
of 
Constrai 
nts 

Function 12 2 14 2 1 31 
al Safety 

Total 28 16 50 14 10 II 
8 

In Table 2 diagnostic sensing and manual verification 

display a significant share and thus human cognizance 

plays an important role. Hence wilful or inadvertent 
errors in operations as well compliance management 

have to be minimized. Thus the communication design 

requirement involves the human communication in the 
loop. On the other hand the emergency response 

handling is characterized by Boyd's tactical OODA 



(Observe, Orient, Decide, Act) framework [7]. OODA 

needs & Situational Awareness needs during a disaster of 
a storage tank fire or explosion was determined as in 

Table 3. The Enumeration codes or the Standard Objects 

defined by the Emergency Management [10] domain do 

not provide a situational awareness or a Common 

Operating Picture view to the different subscriber 

community i.e. Law Enforcement, EMS, Fire 
Department. This observation is also corroborated with 

the fmdings and recommendations from APCO 

international on the High Priority Information Sharing 

Needs for Emergency Communications and First 

Responders [8], which observes twelve critical needs, out 
of which NIEM emergency communications domain, 

Situational awareness via CAD and Public Safety L TE 

API are cited as critical. 
Table 3. OODA Information Sharing needs 

Records Management 
Availability of Onsite Plans, Jurisdiction, Compliance "":''::'';:''-""7"";;';;'''--1 
Adherence Information - OBSERVE 

Fire X 

1) Tank Size 

2) Stored Chemical Identifier 

3) Tank NDT - Proof Testing Information 

4) regulatory Health Check 

Rapid Assessment 

EMS N 

LE A 

ECC N 

Fire X Situational Assessment, typically available from the 
first crew to investigate damages, typically the First ---""7""---1 

Responder - Initiator - ORIENT 
JJ. Identification of Gas Leak or Chemical Spill 

n Estimated number of People / Life under 

threat 

Jl Best Muster Zone 

Hazard Assessment 

EMS N 

LE A 

ECC X 

Fire X Typical Assessment of Hazard and potential cause. - ----,----i 
ORIENT - OBSERVE 

JJ. Identifying Safe resorts and Musters 

n PPE Identification and call for specialists 

Jl Identifying known and unknown chemicals. 

Resource Management 

EMS X 

LE X 

ECC A 

Deployment Planning of Trained Resources, PPE, --=-'::"::'_-,-':":"'-_� 
Hospital Management - DECIDE 

Tasking 
Execution Strategy and real-time availability of --=C'::"::'_-,-':":"'-_� 
information - ACT 

Legend 
X - Need is there 
A - Infonnation Source 
N - Information Not Needed 

EMS 
Services 

Emergency 

LE - Law Enforcement 
ECC Emergency 
Communications Center 

IV. INFORMATION, MODEL , ARCHITECTURE 

Disaster preparedness and control requires information 

that is regularly sampled and informs about compliance 

adherence. For the study purpose, the scope was 

restricted to Fire & Gas Hazard Management. The 

overall Disaster Management takes into account both the 
conditions, i.e. the mitigation planning and the disaster 
containment after an incident as occurred i.e. Disaster 

prevention and Disaster containment. The Safety 

Information Model for the former provides the view 
about the compliance on constraints of a systems 

boundary and a safety practitioner could verify or 
correlate the details for measuring the practice

compliance integrity. The Disaster Containment module 

post incident is used to aggregate the safety information 
and present a situational awareness view for the 

containment personnel's including the incident 

commanders. 

The goals with observables categorize into three types of 

categories, i.e. the Key Performance Indicators, Asset 

Design & Construction, and the last on the periodic 
compliance and categorized across the People, Process & 
Things. The "things" are either Smart Tags or Smart 
Sensors. The connectivity process is described as 
Rules - If this then that, Verify - manual verification 

procedures, measure - a method or system to measure, 

and simulate - conditions are artificially injected and 
simulated. The people in the entire chain are either 

associated or informed or people acknowledge the 

measurements or process and are consciously aware. 

The normal OODA framework, does not seek to 
obtain evidences as it is tied to the strict decision-action 
chain. This enhancement of adding the Evidencing 

module to the classical OODA helps in incident control 

and post incident analysis. 

Constrained Applications Protocol was chosen as the 
communication protocol for its suitability over L TE 

networks [11]. There are open challenges with respect to 
M2M connectivity and data communication with respect 

to bandwidth. Some of the developments in CoAP over 

control plane could address these challenges [12]. At this 

point in this research the application of CoAP is 

considered to satisfy the use cases identified earlier. The 

system structure is further modelled with a Thing 
Architectural Model defined by an OR3C 
communication interface. The thing model is based on 

the IEC 61499 function block model. The safety 

management service orientation is realized using the 

CoAP service orientation with CoAP URIs. The OR3C 

interfaces are being defined as extensions to the options 
field in the CoAP protocol. 
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Fig. 2. IOE Safety Management System Model 

V. CONCLUSION & FUTURE WORK 

The research so far has established the systemic needs 

for the Safety management systems and the 

communication backbone requirements. CoAP was 

thoughtfully selected to provide the Emergency response 
SOA. A thing architectural model is elucidated with 

CoAP. In future the use cases identified in the analysis 

and infonnation against People, Process and Things shall 
be mapped to the OR3C interfaces and service options 

for the Evidencing OODA framework shall be added to 

the CoAP service layer. Subsequently M2M 

communications with CoAP over control plane shall be 

analysed and recommendations submitted. 

VI. REFERENCES 

[1] Dept. of Homeland Security, "Public Safety Architecture 
Framework Volume I, 11, 111," Deprutment of Homeland 
Security, 2006. 

[2] M. Turk, "Process Safety Management : Going Beyond 
Functional Safety," Hydrocarbon ProceSSing, 01 03 2013. 

[3] Gas Association of New Zealand, SMS for Public 
Safety - Handbook for ESI & GSI Companies, New 
Zealand: Electricity Engineers Association , New 
Zealand, July 201 L 

[4] "Capsnet Strategic Plan," California Technology Agency, 
03 03 201 L [Online]. Available: 
http://www.caloes.ca.gov/PSCIDocuments/PDF/CAPSNE 
T_Strategic]lan_03-03-201 Lpdf. [Accessed 10 10 
2012]. 

[S] E. Hollnagel, FRAM - The Functional Resonance 
Analysis Method., London: Ashgate, 2012. 

[6] N. Leveson, Engineering a Safer World, Massachusetts : 
MIT Press, 20 il . 

[7] C. K. N. S. S B Aanandh, "Review of Functional Safety 
for Public Safety Systems," Journal of System Safety, no. 
August, 2014. 

[8] Honeywell Process Solutions, "Integrated Fire and Gas 
Solution - Improves Plant Safety and Business 
Perfonnance," Honeywell Process Solutions, 2011. 

[9] D. S. Mannan, "Environment and Public Works," Mary 
Kay O'Connor Process Safety Center Texas A&M 
Engineering Experiment Station, 27 June 2013. [Online]. 
Available: 
http://www.epw.senate.gov/public/index.cfm?FuseAction 
=Files.View&FileStore id=12b33bOS-S7d8-474a-aSd2-
ded91814b20c. [Accessed 29 June 2013]. 

[10] 1. Boyd, "Organic design for connnand and control," A 

discourse on winning and losing, 1987. 

[11] NIEM, "NIEM Emergency Management," [Online]. 
Available: www.niem.gov. 

[12] APCO International, "Unified CAD Project," 2013. 
[Online]. Available: 
https://www.apcointl.org/component/docmanldoc_downlo 
ad/37S-high-priority-info-sharing-needs-for-emerg
comm-and-first-responders-final-pdf.html?Itetnid=72S. 

[13] J. Swetina, G. Lu, P. Jacobs, F. Ennesser and J. Song, 
"Toward a standardized common M2M service layer 

platfonn: Introduction to oneM2M," Wireless 

Communications, IEEE, vol. 21, no. 3, pp. 20-26,2014. 

[14] M. Becker, K. Kuladinithi and T. Ptsch, Transport oj 

CoAP over SMS and GPRS, 2011. 

[IS] Visiting Conunitee on Advanced Technology, National 
institute of StandaJ'ds and Technology, "Desirable 
Properties of a Nationwide Public Safety Communication 
System," NIST, 2012. 



Data Encryption and Decryption Algorithms using 
Key Rotations for Data Security in Cloud System 

Prakash G L 

Research Scholar, Department of 
Computer Science and Engineering, 

University of Petroleum and Energy 

Studies, Dehradun, 

Dr. Manish Prateek, 

Associate Dean, Center for 

Information Technology, 

University of Petroleum and 

Energy, Dehradun 

Dr. Inder Singh 

Assistant Professor, Center for 

Information Technology, 

University of Petroleum and 

Energy, Dehradun 

Abstract- Outsourcing the data in cloud computing is 

exponentially generating to scale up the hardware and 

software resources. How to protect the outsourced 

sensitive data as a service is becomes a major data security 

challenge in cloud computing. To address these data 

security challenges, we propose an efficient data 

encryption to encrypt sensitive data before sending to the 

cloud server. This exploits the block level data encryption 

using 256 bit symmetric key with rotation. In addition, 

data users can reconstruct the requested data from cloud 

server using shared secret key. We analyze the privacy 

protection of outsourced data using experiment is carried 

out on the repository of text files with variable size. The 

security and performance analysis shows that the proposed 

method is highly efficient than existing methods 

performance. 

Keywords- Data Block, Security, Outsource, Encryption, 

Decryption, Key Rotation. 

I. INTRODUCTION 

Cloud computing provides on-demand resource access from a 
shared pool of computing resources such as; hardware and 

software for efficient manage. By outsourcing the user data to 

the public cloud environment, this decreases the control of 

data for data owner. To maintain the control of data in rest or 
data in motion within networks, offers more advantages for 

data security. 

Protecting data in the cloud, authentication and integrity, 
access control, encryption, integrity checking and data 

masking are some of the data protection techniques. 

Cryptography is the one of the efficient method for data 
security in cloud computing. This includes the design and 

implementation of an efficient encryption and decryption 

algorithms. In symmetric cryptography, before outsourcing 

data to cloud server is encrypted into cypher text using secret 

key and later user decrypted using same shared secret key. 

Encryption is the one of the way to protect data at rest in cloud 

server. There are four ways to encrypt the data at rest, such as; 

full disk level, directory level, file level and application level. 

978-1-4799-3140-8/14/$31.00 ©2014 IEEE 

The most critical part for implementation of any of these 

methods is key management for data encryption and 

decryption. The common way to protect data in motion is to 

utilize encryption with authentication, which safely pass data 
to or from the cloud server [1]. 

From the perspective of protecting data privacy, the data 

owners rely on TTP for the storage security of their data. 

Moreover, there are legal regulations, such as the U S Health 
Insurance Portability and Accountability Act (HIPAA) [2], 
further demanding the outsourced data not to be leaked to 
external parties. Exploiting data encryption before outsourcing 

is one way to the privacy preserving public auditing scheme. 

In cloud computing, data owners become increasingly 
outsource their sensitive data in encrypted form from local 

system to public cloud for more flexibility and economic 

savings [3]. To protect data in transit to and from the cloud as 

well as data stored in the cloud, efficient data encryption and 

decryption algorithms are used for security. The block 

diagram of symmetric key encryption and decryption data 

storage as shown in the Figure I. It involves the use of single 

secrete key for both encryption and decryption. Data owner 

split the file into smaller blocks and encrypts all the blocks 

using symmetric secrete key before sending in to the cloud 

service provider. Then the cloud service provider stores all the 

encrypted blocks of source file in cloud server[ 4]. 

When the authorized user request a file from the cloud server, 

cloud service provider gets the encrypted file blocks from the 
cloud server and send to the user. After receiving all the 

requested blocks from the cloud server, user decrypt all the 

encrypted blocks using same secrete key before accessing it. 

The rest of the paper is organized as follows; The existing 

cloud data security methods and its performance are presented 

in the Section II. Section III and IV, introduces the system 
model and mathematical model for the proposed system 

respectively. The detailed data encryption, decryption and 

access algorithms are presented in the section V and section 
VI, gives the result and performance analysis. Finally, the 

overall proposed method and future enhancement concludes in 
section VII. 
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Figure 1: Block Diagram or Data Encryption and 

Decryption in Cloud System. 

1. RELATED W ORK 

Jing-Jang Hwang et al. [5], has proposed a business model for 

cloud computing for data security using data encryption and 

decryption algorithms. In this method cloud service provider 

has responsible for data storage and data 

encryption/decryption tasks, which takes more computational 

overhead for process of data in cloud server. The main 
disadvantage of this method is, there is no control of data for 

data owner i. e, data owner has completely trusted with cloud 

service provider and he has more computational overhead. 

Junzuo et al. [6], proposed an Attribute Based Encryption 

(ABE) and verifiable data decryption method to provide data 
security in cloud based system. They have been designed the 

data decryption algorithm based on the user requested 

attributes of the out sourced encrypted data. One of the main 

efficiency drawbacks of this method is, cloud service provider 
has more computational and storage overhead for verification 
of user attributes with the outsourced encrypted data. While 

introducing third party auditor we can reduces the storage, 

computation, and communication overheads of the cloud 

server, which improves the efficiency of the cloud data 

storage. 

Fatemi Moghaddam et al. in [7], discussed the performance 

of six different symmetric key RSA data encryption 
algorithms in cloud computing environment. They have 

proposed two separate cloud servers; one for data server and 

other for key cloud server and the data encryption and 
decryption process at the client side. The main drawback of 

this method is to maintaining two separate servers for data 

security in cloud, which creates a more storage and 

computation overheads. 

3. PROBLEM FORMULATION 

3.1 Block Status Table(BST) 

The Block Status Table(BST) is a small data structure used to 

access the outsourced encrypted file from the cloud service 

provider. It consists of two column such as SNj and BNj , 

where SNj is the sequence number of physical storage of data 
block j in the file and BNj is the data block number. Initially 
the data owner stores table entries as SNj = BNj = j. For 

insertion of data blocks, the BST is implemented using linked 

list. 

3.2. System Model 
The cloud data storage system model for secure data access 
sequences are explained in the Figure 2. The following 

sequence numbers are represented for data storage and access 

operations in cloud server. 

I. The data owner splits the source file in to blocks of 
128 characters and encrypt all the blocks using 

efficient encryption algorithm and prepare the Block 
Status Table(BST) for encrypted blocks, then send 

the encrypted file, key, BST to the Trusted Third 

Party(TTP) auditor. 

2. The TTP calculate the combined hash values for 
BST(TH) and encrypted file (FH), then send only 

encrypted file and BST to the cloud server for 

storage. 

3. The authorized user sends the data access request to 
both TTP and cloud server. 

4. TTP verifies the authorized user, if the user is verified 

then, it send the authorization signal to the cloud 

server. 

5. TTP send the hash values of BST (TH) and encrypted 

file (FH) to the requested user. 

6. Cloud server send the BST and encrypted file to the 

user. 

7. User calculate the hash values of BST and encrypted 
file received from the cloud server then verifies with 

hash values received from the TTP. If both values are 

verified then user gets a data decryption key and 

decrypt the data blocks. 

3.3. Objectives 

Data security for outsourcing and accessing data from cloud 

server, our proposed security model achieves the following 

objectives. 

i. Lightweight overhead: design a lightweight 
computation, storage and communication overhead 

for verification of authorized cloud users and access 

the cloud date. 

ii. Block level data operation: design an efficient block 

level encrypted data operations 
iii. Confidentiality and integrity: design an efficient data 

encryption before outsourcing to cloud server and 
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decryption algorithms at user side. 
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Figure 2: Block Diagram of Encrypted Data Storage 

4. MATHEMATICAL MODEL 

4.1. Notations 
The various symbols are used in this paper for the encryption 

and decryption algorithms is listed in the following Table I. 

Table 1: Notations 

Symbol Meani ng 
1b File Chunk Size /Block size of block b 
X E ncryption Key 

F Dam Owners file targeted for Encryp t i on 
b F i l e chunkib l ock. 

Em Encoding \« ap for every C harem r 

be Binary E q uival em of Chana ter c 

Oil. Circ ll i ar Vector of Cha rac ters . 

Cel< C ipher Text for characte r for ch. 

'-PF Size of a file F 

4.2. Definitions 

File Chunk Size: The security is provided at the block level. 
The file is divided into blocks and confidentiality is ensured 

on every block and finally on file. The block size is fixed for 

experimental purpose. 

Data Owner File: The file or the content that data owner is 

looking for confidentiality. File is a set of blocks and file size 
depends on the block size and defined as below in equation. 

F = {b1, bz, b3, • • •  bm } . . .  (1) 
Similarly every block and an Encryption key is a set of 
characters as defined below, 

b = {Cl, cz, c3, ... Ibl } . . .  (2) and 

X = {kj. k2. k3 . . . .  Ixl}· . . .  (3) 
The file size is defined as the summation of its component 

block size. 
I F I 

¢p = L I T b J 
0'=0 ' 

. . . .  (4) 

Encoding Map(Em): The encoding MaplEncoding table is a 
map between a character to every other random character in 

ASCII range. The ASCII value of a character is splitted into 

digits and the characters from every digit position is summed 

up in ASCII range to find new character as follows, Let rc be a 

random character for c and ac is a set of digits forming a 

ASCII value of Character c, 

ac ={d; 1 Vd; E T,OSi S l ac l } 
. . .  (5) 

The random character ASCII value is defined as , 
IFI 

arc = L h; % 256 
;=0 . . . .  (6) 

Circular Array(CA): The circular array is used in both 

encryption and decryption process. The circular array is used 

for shift operations on both character and on a key character. 

The binary equivalent of a character is stored on array and 

hence the values are either 0 or 1. The circular array has the 

value obtained as a result from signed right shift operation. 

The shift operation is performed to disguise the information by 

changing its bits position and defined as below in equation, 

Key Chooser(KC): The key chooser is a vital component 

which defines the criteria for selecting key character for 

disguising the block character of a file. The key character is 
selected in such a way that, if I st chunk character is selected 

for encryption then first character of key is considered for 

encryption, if a selected block character comes outside the 

range of key size, modulus of block character position to key 

size is performed to fetch a key. Two Key characters are 

selected for every block character if ith character of a block 
i.e. ci is chosen for encryption then its corresponding key 

character at position i is selected as below, 

Y,.f = X 1% I r.J . . .  (8) 
Similarly second key character xi is selected from the third 
position away from Xi 

Xj= X.t+ 2%1x1 
. . .  (9) 

CA Inverter (CAl): The CA Inverter inverts/complements 

the circular array for high degree of security. The criteria on 
which the complements happens based on the resultant 

number obtained after processing the adjacent key characters. 

The ASCII values of adjacent key characters are added, if the 

resultant is even then CA in inverted. Let CA be the circular 

array having binary equivalent of block character ci and let Xi 

be the chosen key character, then Inverted CA is defined as 
below 

lCA = �CA, iff N+N-1 % 2 =0 . . .  (10) 
CA Shifter (CAS): The CA shifter shifts/rotates the circular 

array. The stepper movement for circular array is based on the 
summation of two key characters. If the summation is a factor 

of 5 then circular array is moved by 2 else it is moved by the 

remainder obtained from the division of summation by 5 as 

below, 
SCA = CA >>> (2 1(N + �)%5) . . . ( I I) 
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Where Xi , xi are the chosen key characters, SCA is the shifted 

Circular for ith block character ci and CA is a Circular Array 

storing binary value of ci. 

Encryption Engine/Cipher Engine: Encryption Engine is a 
black box which takes block character to produce cipher 

character. The Encryption Engine is composed of above three 
components (Key Chooser, CA Inverter and CA Shifter) in 
that order as below, Let ci be the ith block character and CE 

be the cipher engine 

CE= KC U CAl U CAS . . .  (12) 
Decryption Engine/Decipher Engine(DE): The Decryption 
Engine is composed of same components as Encryption 

Engine but these components are applied in reverse order as 
below in equation . 

DE = CAS U CAl U KC 
. . .  (13) 

Table 2: Data Encryption Algorithm 

E roc ryp tio n key s iZ'8 : 296 bits , 6 characters i java. as OM ch aracter" 16 bits. 
The input filels tri 9 iii I be sptlit i nto d ata c h u k s , e.aoch chunk sizi 9 16 char,octers equa l to k, ey size for 

encrypt ion. 
Chuflk SiZ'8 = 256 b it s , 1 6 ch a racters in j ava . 

Pl'e pa rat i on s 
·t Spl it th e oota i n -D c un k s 
2. F i ll i the key into a do utlly .Jinked l ist ( for rotation� , egcr, cnarac ter ir. a Md e so total ly 6 oooos in tl1: 8 
link ed Ilst . 

3 . C reate a ap wit too pos s ib l e c tll!lracters <'l IS ke y aoo val LIes aIS d iff,ere m character . ( ' simple e ncodi rog ) 

1 . sel ect t e unproces s ed c h unk s in order. 

2. s el ect t ,k ey for the sel ec ted c unk , key wo uk:! be 
h8ad to 6 ch � r,gcter s Ie 91 in t 8 doubly Ii ked l ist (co nti rog t h. roLJg do ubly Ii ked �ist) refer step 4 

for be tter ersta fldi flg on tis. 
3 . I t,erate OIo'er th.e ch � rac t,ers i th e c nk and selec t o ne for er.c ooi flg 
Look up t e m,ap a �et t e map ped valu e for the sel ect@{! c ar,acter i t e C hi LL k and oonsi Illr i t a 

curren t c racter . 
Add tt\e iter,a te i ooe x e d c h aracter from key a i1id 6t character fro doubly Ii flked list .. for 8Xa p ie if 
se lected char,acter is 1 5 t e las t ch ar acter '/0 I be 14 t ( as '/e ar,e C .Q nti 9 t ro ugh t III do bly Ii k,oo 

list k@y) 

If th e ,addtio n val III is ev, en : 
current charac ter" C on piemeflt too bits of too c aracter 

Add tile first a d 3rd c h ar ,acter of the s e l ected k,e-y 
find th Mo d 1 0 of add i t i ofl val ue 
if motl 1 0 is 0 

right s ift c aracter = 2 
,e l se 

right .s ift character = modi 1 0 vallO 
ri g t shift th.e bits o f th.e c urre t c ar,acte r 

c urre t c ar,ac t,er is t t\e encoded charac ter 

4. clia ge t e h ead pointer of do ubly li n k ed l ist (t is is do ne to have diffe r,e t key for ext Ch U fl K 
e rn:ryptilm )" ynam ica illywe are d oifl g it for better sec rity. For ex,am ple if the key i s · a bcdef g h 'jklmoop · 

for first c hu n k :ita , ' bcdef9 ij klm p a� wo k:! be t h.e key for s ec o n d c h Ilk ... .... t ls keeps changi flg 

5. ALGORITHMS 

The data owner encrypts the file before sending it to the Cloud 

Service Provider(CSP) [9],[IO]. The encryption algorithm has 
several steps and composed of key Chooser, Circular Array 

Inverter and Circular Array shifter. The encryption algorithm 
is designed, the information at highest factor by applying 

series of rotations on every block character and the key is 

rotated for every character. From this it is ensured that same 
key is not used for encrypting every character and hence this 

algorithm is called as key motor encryption algorithm. 

The file is divided into blocks and confidentiality is 

emphasized on every character level of a block. The binary 
equivalent of block character is stored in circular array and 
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number of moves the circular array is rotated is decided by the 

CA Shifter. Where every rotation divides the data by 2 and 

this will optimize the data to its least value and hence the 
privacy of data is ensured. Since stepper movement of CA is 

different for different character it's hard/impossible to 

determine the actual value of CA as explained in Table 2. 

The key portion of algorithm is the CA inverter and CA shi fter 

which is performed on every block character and finally on 
entire block. If File has N blocks and if every block has n 

characters then CAl and CAS is performed by N*n operations. 

And therefore this algorithm has complexity of O(N * n). 

When the user wants to access data from cloud server, the user 

authorization and data verification procedure is explained in 

Table 3. The decryption process happens exactly opposite to 

encryption which finds a block character from cipher text as 

per equation (13). The Decryption process, suggests that CA 

shifter is performed first then Key chooser component is used 
to select two keys and they are added before inverting CA. 

Since CA already contains complemented value and 

complement of CA now yields original encoded value. The 

Encoding Map (Em) is searched to get its original character. 

The Algorithm has same complexity as Encryption. 

Table 3: Data Access Procedure 

AJgor i thm Data Ac cess Procedure 

I. n all thori z ed user sends a request to both t h e CSP 
an d TTP a udi tor. 

2. CSP se nds the encrypted file a nd BST to t he req uested 
user. 

3. TTP se nds the FHttp, THttp an d key to t he user. 

4 . user c omputes t h e THuser usi n g THcsp a nd FHuser 
lIsi n g data bl ocks and compared w i th THttp a nd 

FHnp respect i vely for integrity ch eck. 

5. Then t h e user ver i fies t he file by c omparing FHuser 
and FHttp 

6. If both BST and fil e co mput ed h ash val ues are mach es, 
t hen u ser decrypt the fi l e usi ng shar e d secret key 

6. EXPERIMENTAL RESULTS 

6.1. Performance Analysis 

The experiment is carried out on the repository of text files 
with varying size. For testing purpose the text file is composed 

of alphanumeric characters. The Encoding Map is restricted to 
have mapping values for lower case alphabets and numerical 

values. The key used for experimental purpose is 

"doitdueletscshec" which is of256 bits in size. The key size is 

fixed for experimental purpose. The file is divided into blocks 
of 256 characters i.e. 4096 bits in size. The algorithms are 

implemented in JAVA. The eclipse IDE and Linux OS forms 
the complete execution environment. 

The vital or key operations in both processes are CA shifter 
and CA inverter. The time for encryption/decryption is 

directly depends on these two operations. The number of 

movements of CA and its inversion process decides the 

accuracy of encryption/decryption. Along with CA shifter the 

key is also rotated for every block character. This ensures that 
same key is not used for multiple characters. The analysis is 

performed on different files and number of movements used 

for shifting CA and key remains same. 

1.50 � 
i 
�1.40 
tHO 
I! 
81.00 

Of 
� 80 
al 
e 50 !! 
0 
E 40 ..... 0 

! 20 
I! 0 '" 

Z 
2 3 7 13 25 

rile s./z" I JCI! 

so 75 

Figure 3: CA Shifter and CA Invertor comparison 
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Figure 4: Data Encryption and Decryption time comparison. 

From Figure 3, for the file with size 313 characters the number 
of movements performed was 646, similarly for file with size 

3139 it is 6479 movements which is almost double the file 

size. In other words every movement considers 0.5 character 

i.e. half the character which is 8 bits. This infers that shift 
operation is performed on every byte and hence the data is 
disguised at fine level(byte level). 

The other parameter for analysis is the CA inverter operation. 

As shown in Figure 3, 118 times the complement is performed 
for the file size of 313 characters similarly for the files size of 

3139 characters the number of complements performed was 
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1178 which is approximately 3 characters. This implies that 

complement operation is performed for every 3 characters and 

hence the data is disguised at coarse level(bytes level). As CA 
shift is performed for every character compared to 

complement operation it has more impact on the 

encryption/decryption process and therefore it can be 

concluded that encryption is happening at finer level i.e. byte 

level. 

In figure 4, the execution time is plotted on the graph. With 

increase in file size the number of movements and 

complements are high and hence the execution time is directly 

proportional to file size. It is observed that decryption is taking 

more time than encryption process. 

6.2. Advantages 
To retain control over data in cloud environment, the 

encryption and strong key management is more important to 

the organization to meet the security challenges. The benefits 

of the encryption in cloud environment are; 

� Encryption ensuring the privacy of the organization 

data, while encrypted data is in the transmission, in use 

and at storage location. 

� Encryption Helps Achieve Secure Multi-Tenancy in the 

Cloud Encrypting data in the cloud and holding 

encryption key data owner can avoid the cloud service 

provider to access the data. 

� Encryption Provides Safe Harbor from Breach 

Notification, If a data breach occurs and personally 

identifiable information is lost, the breached party must 

notify all individuals who are impacted. 

� Encryption Provides Confidence of data backups are 

safe in cloud environment from the breached party. 

� Encryption can expand revenue potential to customers 

with sensitive or regulated data by maintaining the key 

by cloud data owner and gives cloud service providers a 

competitive edge. 

7. CONCLUSION AND FUTURE ENHANCEMENT 

In this paper, we have proposed an efficient data encryption 

and data decryption algorithm to protect the outsourced 

sensitive data in cloud computing environment. With data 
encryption, data owner can utilize the benefits of file splitting 

to reduce storage and computational overheads. On the other 

hand, to reduce the burden of data owner, trusted third party is 

introduced for verification of authorized users to access the 

data from cloud server. We demonstrate the performance of 

encryption and decryption algorithms in terms of data privacy, 
computational efficiency and effectiveness of the cloud 

storage system. On top of this architecture, we can also 

demonstrate for dynamic block level operations on encrypted 

data blocks for insertion, deletion and update, which we 

consider is our improvement future work. 
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Abstract. An attempt has been made to understand the effect of entrance-channel parameters on low-energy

incomplete fusion and a strong projectile dependence in terms of projectile’s α-Q-value has been observed. In

the present work, the excitation functions of 16O,13,12C+159Tb systems have been measured and compared with

PACE4 predictions to study the involvement of different reaction processes. The strength of incomplete fusion

reactions for all the studied systems have been extraced and compared to find out the systematics.

1 Introduction

During the last couple of decades, with the observation

of incomplete fusion (ICF) reactions at low energies ≈ 4-7

MeV/nucleon[1], considerable efforts are being employed

to look for the systematics of ICF reactions at these en-

ergies, where complete fusion (CF) is supposed to be the

sole contributor to the total fusion cross-section [2, 3].

The ICF reactions comes into picture with the first ex-

perimental observation of “fast α-particles" at energies ≈
10.5 MeV/nucleon [4] and soon after it variety of experi-

mental & theoretical studies have been devoted to under-

stand the ICF-reactions [1–3, 5, 6]. Some of these stud-

ies are summarized in a review article by Gerschel [7],

where the localization of the entrance channel angular mo-

mentum window with target deformation has been stud-

ied. In general, the CF and ICF-reactions are categorized

on the basis of driving angular momenta (�-values) [8].

For central and/or near-central interactions, �-values are

ranging from 0 to �crit, the CF is expected to be the dom-

inant process, where a composite nucleus is formed with

the intimate contact of transient amalgamation of the pro-

jectile and target nuclei. Such a composite nucleus may

either last for a long time to become a compound nucleus,

or disrupted into two fragments known as fission frag-

ments after a short life-time as equilibrium is not entirely

achieved, particularly in the shape of the system. However,

for ICF-reactions there is no definitive amalgamation be-

tween the projectile and target nuclei and these processes

favour at peripheral collisions or at sufficiently higher en-

ergies for which the �-values will be higher than �crit, and

ae-mail: abhishekyadav117@gmail.com
be-mail: pushpendrapsingh@gmail.com

the fusion of entire projectile is hindered and gives way

to the ICF. Thus the composite system formed have less

mass/charge and excitation energy (due to partial fusion

of projectile), but have high angular-momenta (imparted

due to non-central/peripheral interactions) as compared to

the CN formed via CF [9, 10]. The important characteris-

tics of the ICF-reactions are; (i) enhancement in the fusion

cross-section for α-emitting channels [1], (ii) fractional

linear momentum transfer [11], (iii) entirely distinct spin

distribution patterns for CF and ICF-residues [9], etc. The

additional break-up degrees of freedom make the fusion

process more complicated and the possible reaction pro-

cesses may be; i) the non-capture break-up, when none of

the breakup fragments is captured, ii) ICF, when one of the

breakup fragments is captured, iii) sequential complete fu-

sion (SCF), the successive capture of all fragments by the

target nucleus. Experimentally, it is not possible to disen-

tangle the cross-sections for direct (σDCF) and sequential

(σS CF) complete fusion, because both channels lead to the

same final reaction residues. Hence, the CF cross-section

(σCF) is taken as the sum of σDCF and σS CF , whereas the

sum of σCF and incomplete fusion cross-section (σICF)

may be referred to as the total fusion cross-section (σT F =

σCF+σICF) [6].

Further, it may be pointed out that the existing mod-

els/theories fairly explain ICF data obtained at energies E ≥
10.5 MeV/nucleon or so, but there is no theoretical model

available to predict ICF at lower energies [1–3]. Apart

from this, several contradicting dependences of the frac-

tion of incomplete fusion (FICF), which is a measure of

relative strength of ICF to the total fusion, have been dis-

cussed in recent reports [6, 12–16]. In refs. [12, 13] it

has been reported that the FICF is independent of the tar-
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get charge (ZT ). However, Gomes et al. [6] found a trend

of systematic behavior for the FICF as a function of the ZT .

Morgenstern et al. [16] correlated the ICF fraction with en-

trance channel mass asymmetry (μA). Recently, Singh et

al. [1] has modified the Morgenstern’s mass-asymmetry

systematics by introducing the importance of projectile

structure through the ProMass-systematics. Apart from

this, one of our recent works [14] reported the dependence

of FICF on the target mass or ZP·ZT of interacting partners

for a wide range of projectile-target combinations.

Due to unavailability of reliable theoretical model and

the presence of contradicting dependences of low-energy

ICF reactions on entrance-channel parameters, the study of

these reactions is still an active area of investigation. In re-

cent years, the study of ICF at near barrier energies gained

interest to correlate the onset of ICF with entrance chan-

nel parameters and to look for the general systematics. As

such, we have undertaken a programme to measure the ex-

citation functions for different projectile-target combina-

tions at low energies. In order to explore the low-energy

incomplete fusion and to find a consistent general system-

atics for low energy ICF reactions, the measurements of

excitation function for 16O,13,12C+159Tb systems at ener-

gies ≈ 4-7MeV/nucleon have been performed and com-

pared. The present paper is organized as follows; section-

2 deals with the experimental details and methodology,

section-3 with analysis and interpretation of resuts, how-

ever, comment on the projectile effect on ICF-reactions are

given in section-4.

2 Experimental methodology

In order to ascertain some of above aspects, experiments

have been performed by our group at the Inter-University

Accelerator Centre (IUAC), New Delhi to measure “the
excitation functions” of radio-nuclides populated during

the interaction of 16O,13,12C+159Tb systems at energies

≈ 4-7MeV/nucleon. Here, brief experimental details are

given for the ready reference; however, the details are

given in refs [1, 14, 15]. In these experiments the acti-

vation technique followed by off-line γ-ray spectroscopy

has been used. Natural 159Tb targets (tm ≈1.2–2.5mg/cm2)

and Al-catcher foils (tm ≈ 1.5–2.8 mg/cm2) were prepared

by rolling technique. Each target was backed by an Al

foil of appropriate thickness (hereafter called the target-

catcher foil assembly) to stop heavy recoiling products

produced in the reactions. To cover a wide energy range

in the limited beam time, a stacked-foil energy degrada-

tion procedure was used. The irradiation of the samples

have been carried out in the General Purpose Scattering

Chamber having an in-vacuum transfer facility, which has

been used to minimize the lapse time between the stop of

the irradiation and beginning of the counting of the activ-

ity induced in the target-catcher assembly. Considering

the half-lives of interest, the irradiations have been carried

out for ≈ 8–10 h duration for each stack. A Faraday cup

has been installed behind the target-catcher foil assembly

to measure the beam current. Constant beam current has

been maintained during all irradiations. The activities in-

Figure 1. The comparison of experimentally measured and the-

oretically calculated cross-sections for 16O,13,12C+159Tb systems

have been shown in the form of ratios RCF=Σσ
expt
CF /Σσ

pace4

CF and

RT F=Σσ
expt
T F /Σσ

pace4

T F (for details see the text).

duced in the target-catcher foil assemblies were recorded

by counting each target along with the catcher foil, us-

ing a pre-calibrated high resolution HPGe γ-ray detector

coupled to a CAMAC based data acquisition system CAN-

DLE [17]. The efficiency calibration of the detector in the

specified geometry was carried out using a standard 152Eu

source of known strength at various source (target-catcher

foil assembly)-detector separations to wash out the solid

angle effect. The energy resolution of the detector has

been estimated ≈2.5 keV for 1408 keV γ-line of 152Eu

source. A 50 Hz pulser was used to determine the dead

time of the detector. The source-detector separation has

been adjusted to keep the dead-time below 10% during

the counting so as to minimize the pile up effects. The

characteristic γ-lines have been used to identify reaction

products. Further, the decay curves of the identified re-

action products have also been analyzed to confirm the

identification. Nuclear data on radio-nuclides, such as the

corresponding γ-ray abundances and half-lives were taken

from ref [18]. The production cross sections of the reac-

tion products have been determined using the standard for-

mulation [1]. It may be pointed out that the errors in the

measured production cross sections may arise due to (i)
the non-uniformity of target/catcher foils, (ii) fluctuations

in the beam current, (iii) the uncertainty in geometry de-

pendent efficiency of HPGe detector, and (iv) due to the

dead time of the spectrometer. Detailed discussion on the

error analysis is given elsewhere [5, 6]. The overall errors

including statistical errors are estimated to be ≤15%, ex-

cluding the uncertainty in branching ratio, decay constant,

etc.

3 Results & their interpretation

To understand the formation mechanism of reaction prod-

ucts during the interaction, the experimentally measured

excitation functions of 16O,13,12C+159Tb systems at en-

ergies ≈ 4-7MeV/nucleon have been analyzed within the

framework of statistical model code PACE4 [19, 20], which

is based on the equilibrated compound nucleus (CN)-

decay of Hauser-Feshbach theory. It may, however, be
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pointed out that the ICF and pre-equilibrium-emission

(PEE) couldn’t be taken into consideration during the cal-

culations through this code. In this code, level density

parameter ‘a’ (=A/K; A is mass number of CN and K

is free parameter) is an important input parameter which

affects the CF cross-sections and may be varied to match

the experimentally measured cross-sections. The experi-

mentally measured EFs of all xn+pxn-channels populated

in interactions of projectile and target have been found

to be reproduced by calculations done with a suitable set

of parameters. In the present work, at studied energy

range and for these systems, the level density parameter

“a=A/8” has been found to reproduce the data satisfac-

torily. The comparison of experimentally measured EFs

and the theoretically measured cross-sections are shown

in Fig.1. In this figure, the ratio of experimentally mea-

sured CF cross-sections, deduced from summing the cross-

section of all xn+pxn-channels, to that of theoretically cal-

culated using PACE4 and defined as RCF=Σσ
expt
CF /Σσ

pace4

CF ,

are shown in Fig.1 by hollow symbols. It can be in-

ferred from this figure that the ratio RCF is nearly equal

to 1.0, indicating the production of xn+pxn-channels via

CF processes only. However, the ratio of measured total

fusion cross-section (sum of all measured xn+pxn+αxn

channels) to that of theoretically calculated using PACE4,

RT F=Σσ
expt
T F /Σσ

pace4

T F , has been found to be above the unity

line, which increases as the energy increases. This clearly

indicates that the cross-sections of α-emitting channels

are found to be substantially higher than the PACE4 cal-

culations done employing the same set of input parame-

ters as used for CF-channels. It has already been men-

tioned that PACE4 do not take ICF, PEE into account and

hence, this enhancement clearly reflects the importance of

ICF processes at relatively higher energies. Almost simi-

lar behavior has been obtained for all the studied systems

i.e., 16O,13,12C+159Tb. The enhancement in RT F above the

unity line for these systems shows that apart from CF, the

ICF processes also contribute to the TF cross-section.

These observations show that the α-emitting channels

can be populated via two ways; (i) CF of the projectile

with the target nucleus 159Tb leading to the formation and

decay of CN via light nuclear particles and/or one or two

α clusters together with the neutrons and/or protons and

(ii) ICF of the projectile with the target nucleus 159Tb i.e.,

the projectile may break up into its constituent α clusters.

One of the fragments fuses with the target nucleus to form

a reduced CN, and the remnant behaves as a spectator.

3.1 Incomplete fusion fraction

It is established from the analysis of EFs measurements

that ICF-reactions contribute significantly to the produc-

tion cross-section of α-emitting channels at studied ener-

gies in case of all studied projectile-target system. Further,

a close examination of Fig.1 reveals that the enhancement

over the unity line for RT F increases with energy for all the

systems and is different in amount for different projectile,

which reflects the sensitivity of ICF on the projectile en-

ergy as well as on the projectile type. For a better insight

Figure 2. The comparison of FICF for 16O, 13,12C projectiles with
159Tb target nuclei.

into the onset and influence of ICF processes in terms of

various entrance channel parameters, the percentage frac-

tion of ICF (FICF) has been deduced from the analysis of

data for the presently studied systems. The fraction of in-

complete fusion is defined as FICF = (Σσ
expt
ICF /Σσ

expt
T F )×100,

where Σσ
expt
ICF= Σσ

expt
T F -Σσ

pace4

CF . In order to investigate the

projectile structure effects, the FICF values for all these

systems are plotted in Fig. 2 and are referred to as the ICF

strength function.

4 Projectile structure effect on ICF: the
α-Q-value systematics

In order to understand the projectile structure effect on

ICF the incomplete fusion fraction have been deduced

and plotted in Fig.2 for all studied systems as a func-

tion of normalized beam energy, to wash out the effect of

different Coulomb-barriers, for comparison. It can clearly

be pointed out from this figure that the values of FICF for
16O are large than the 12,13C projectiles and the FICF val-

ues for 12C is larger than the 13C as projectile at the en-

tire energy range. This indicates a effect of the projectile

structure on ICF reaction dynamics.

Further from Fig.2, other than the amplitude of incom-

plete fusion fraction, it can also be noticed that the onset of

ICF are also differ for different type of projectile. In case

of 12C, the onset of ICF seems to start from a relatively

lower energy (i.e., 1.1Vb) than for 13C induced reactions.

Further, in case of 16O the onset of ICF is lowerer than

the 12C as projectile. This strikingly different feature of

ICF fractions for 16O, 13C and 12C induced reactions point

mainly towards the projectile structure effect. However,

the binding energies of 16O, 12,13C are 7.98, 7.68 and 7.47

MeV, respectively. Hence, the features revealed in Fig.2

could not be understandable as 16O projectile (with more

binding energy) having more incomplete fusion fraction.

It may, further, be pointed out that 16O & 12C are well-

known α-cluster nuclei with alpha-Q-value ‘Qα’ ≈ -7.16

& -7.37 MeV, repectively. However, 13C has a more neg-

ative Qα value (≈-10.64 MeV) than 16O and/or 12C. This

Qα value for 13C translates into the smaller breakup prob-
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Figure 3. The comparison of FICF values for six different

projectile-target combination at a constant relative velocity

vrel=0.053.

ability into constituent α clusters, resulting in a smaller

ICF fraction than for 16O/12C induced reactions. In order

to validate the above observed α-Q-value systematics, the

probability of ICF (%FICF) has been deduced for 12C, 13C,

and 16O induced reactions on another target 181Ta [11, 21]

at a constant relative velocity vrel = 0.053, and are plotted

with Qα values in Fig. 3. The probability of ICF is found

to decrease for more negative Qα-value of the projectiles.

For example, the value of FICF deduced for the 16O (Qα
≈ -7.16 MeV) +159Tb system is ≈19% and is only ≈3%

for the 13C (Qα ≈ –10.64 MeV)+159Tb system. The same

systematics has been observed for the 181Ta target as well.

Hence, the comparison of these systems reveals that the Qα
value is an important entrance channel parameter which

dictates the probability of ICF reactions at low energies ≈
4-7MeV/nucleon. Further, from this figure it may also be

pointed out that the FICF values support the Morgenstern’s

mass-asymmetry systematics [16], for a particular projec-

tile, along with ProMass systematics given by Singh et al.

[1].

5 Summary

In the present work the excitation functions have been

measured for 16O,13,12C+159Tb systems and the probabil-

ity of low energy ICF have, also, been deduced. The

comparison of FICF for six target-projectile combinations

strongly follow the α-Q-value systematics for strongly

bound projectiles. The fraction of ICF has been found to

decrease for projectiles having large negative Qα-values.

If confirmed for other projectile-target combinations, this

may provide an important input to achieve a general

systematics for the complex ICF dynamics at low inci-

dent energies. More inclusive experiments with different

projectile-target combinations are planned to cover this as-

pect thoroughly.
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Abstract—Composite Right Left Hand (CRLH) based Printed 

and dual band antenna which is suitable to mobile handset is 
proposed and investigated in this paper. The proposed antenna is 
exhibits Composite right left handed nature with help  of  
transmission lines on the printed circuit board (PCB) substrate 
which  has epsilon value for  RT Duriod 5880 LZ (epsilon is 2.2). 
Designed antenna is structure based on composite right/left 
handed (CRLH) metamaterial transmission lines. To facilitate 
broader frequency resonance, the antenna consists of two 
discrete unit cells. Through these two SRR like unit cells, this 
antenna can have a broad bandwidth which is from 1700 MHz to 
1850 MHz, and higher efficiencies of each frequency range are 
observed. With the introduction of slot in the radiating patch, 
which could offer better reception signal and radiation 
characteristics. Return loss, radiated power, radiation patterns, 
and current distribution are provided in this paper. Proposed 
antenna occupies is 40×14 mm2 out of the total PCB size of 40×60 
mm2 with 0.762 mm thickness. This antenna covers a variety of 
commercial frequency bands which fall on DCS, USPCS and part 
of WIBRO. In this work, an electrically small tunable antenna 
structure is designed, simulated, which achieves good tunability 
and size reduction compared with a conventional (Double 
Negative antennas). 

Keywords—Metamaterials,  CRLH Transmission line, split ring 
resonators, slot. 

I. INTRODUCTION 

Growing demand for personal mobile systems is the origin 
for requirement for those mobile handsets with better signal 
reception in various voice and data communication service 
bands. These mobile handsets are required to operate at 
different more frequency bands. In addition, to the demand of 
compact, slim, and multi-function handsets put stricter 
requirements on the antenna design.  Physical size the antenna 
is the greatest limitation for the mobile antenna set. The 
antenna proposed is printed circuit board and planar type. In 
order to accomplish the limiting antenna design parameters 
circumstance, a lot of antenna design guides have been 
introduced, for example, helical antenna, planar inverted F 
antenna (PIFA), and chip antenna.  To realize proposed one, 

two methods are proposed  in this paper. Very first method is 
to make the antenna the planar PCB embedded type.  

 

                
 

             
Fig. 1. Front and rear views of the  fabricated Antenna 

The proposed antenna is based on transmission lines on the 
PCB for reducing antenna volume such as height. So, 
designing thin and slim handsets is possible without restricting 
antenna height. Weight has also been reduced as size is 
reduced. When the antenna is fabricated on PCB, the cost  for  
manufacturing mobile handset also reduces. This is very 
critical point, for the mobile phone manufacturers. Proposed 
antenna is based on composite right/left handed (CRLH) 
metamaterial transmission lines for size reduction [1]. This 
kind of metamaterial structure has been explored over the past 
years [2-6]. According to these papers, metamaterial is a novel 
structure which has unique electromagnetic properties such as 
supporting infinite wavelength wave at a specific non-zero 
frequency. From the L-C equivalent network of SRR, with 
resonant frequency fo, and r0 is the radius of the SRR, C and L 
are the capacitance and inductance of unit length, respectively 
[2]. When the area covered by square and circle are equal, the 
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characteristics also similar for square and circular SRRs. Since 
SRR is also an electrically tunable structure,   the desired 
resonance frequency could be varied as with dimensions, 
which makes a SRR structure a very promising design for an 
electrically  small  antenna with better directivity[3]. In this 
paper, the antenna is proposed as an internal antenna for mobile 
handsets.   A slot in the radiating patch on either side of 
feeding line,  also gives additive effect of improved impedance 
matching. The slots caused to improve the bandwidth control 
for the antenna. 

II. PROPOSED GEOMETRY 

 
Fig. 2. Front and rear views of the Proposed Antenna 

 
The snapshot of fabricated antenna on both sides is shown 

in the Fig 1.The geometry of the proposed metamaterial 
antenna is depicted in the fig 2. The overall dimension of the 
proposed structure with a printed type on a substrate of RT 
Duroid 5880LZ ( r=2.2) is 40×60×0.762 mm3, which is small 
enough to be built in mobile devices such as a mobile phone, 
and the space for antenna is 40×15 mm2, which is PCB 
embedded type. Fig. 3 presents the antenna parts on either side 
of printed circuit board. Ground (GND) of front and rear side is 
connected through vias. Component TL in Fig. 3 is feeding line 
and P1 and P2 are radiating patches which are connected to 
split rings of different sizes (part R1 and R2) through vias (part 
via). Feeding line (part TL) and radiating patches (part P1 and 
P2) are located at front side of PCB. Split ring resonators (part 
R1 and R2) are located at rear side. These radiating patches are 
excited by feeding line through a small gap in between. The 
current patches passes through vias to excite split rings. The 
split rings are of S- shaped.  

 
 
Fig.3. Overview of antenna 

 
 

           
                    

Fig 4 Reflection Coefficient (S11) 
 
Finally, lines are connected with rear side GND. Part FEED is 
feeding point, which is edge feeding [8].The proposed antenna 
has a two different unit cells. One is composed of part P1 and 
R1 with via, and the other is composed of part P2 and R2 with 
via. Those two unit sections appear to have a same kind of 
structure, but not symmetric. These cells share the feeding line 
(part TL). The size of each part is shown in Fig. 3. The width 
of via lines (Part D and F) is 0.5 mm. The width of feeding line 
(TL) is also 0.5 mm. And the gap between each unit cell and 
feeding line is 0.2 mm which is the distance between radiating 
patches (P1 and P2) and feeding line (TL). The diameter of 
vias  is 0.5 mm. This novel antenna is based on CRLH 
metamaterial structure mentioned in [4]. This CRLH 
transmission line structure consists of series inductance, series 
capacitance, shunt inductance, and shunt capacitance. The 
characteristics of these inductances and capacitances are best 
illustrated [5].   

 

III. ANALYSIS 

The measurement of reflection coefficient for prototype 
antenna is presented in Fig. 4. The operating frequency of the 
antenna is calculated from the -10 dB bandwidth. The 
Response depicts that the antenna covers four bands which are 
DCS, PCS, WCDMA and a part of WIBRO. Especially, the 
resonant frequency of 1.8GHz has a best impedance matching 
value. Measured radiation patterns comprising of azimuth and 
elevation are presented at each frequency in Fig.5. These 
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patterns are measured over 1400 MHz to 1850 MHz. These 
patterns depict the figure eight pattern and as the frequency 
moves away from resonant frequency the shape gets deviated. 
Fig. 6 shows total radiation power  for the  frequency range 
from 1400 MHz to 1900 MHz. Efficiency of each commercial 
band is over 60% as shown in Table I. At 1800 MHz, its 
efficiency is almost 90%. Fig 7. Shows current distributions at 
various parts of the antenna. Through these current 
distributions, operating mechanism at the resonant frequency 
can be verified. At different frequencies different parts of the 
antenna resonant for better reception and transmission. The 
verification of current distribution, which is simulated using 
ANSOFT HFSS [7], can be useful method for antenna tuning.  
Proposed antenna is printed on the PCB, tuning the resonant 
frequency is convenient by the means of variation of 
transmission lines’ dimensions ultimately changing the 
impedance of antenna. First, the length and width of 
transmission lines affect both the inductance and capacitance 
of the antenna. The length of transmission line is proportional 
to inductance. Similarly the width transmission line is more, 
inductance is low. Secondly, the gap between transmission 
lines affects the capacitance of the antenna. If the closer the 
transmission lines are closer, the capacitance is high. 
Moreover, how much area transmission lines are overlapped 
can also decide the capacitance value. The resonant frequency 
of the structure can be varied to the desired frequency through 
the modification of capacitive and inductive equivalent values 
of transmission line. Lastly the size of slot present in the 
radiating patch also affects the impedance matching. In this 
work miniaturization without the loss of frequency resonance 
is obtained [9]. 
 

 

 
1.4GHz 

 
1.5GHz 

 

 
           1.6GHz 
 

 

 
1.7GHz 

    
1.8GHz 

 
       1.85GHz  

 
Fig.5 Radiation pattern 
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Fig.6     Radiated power 

 

 
 

Fig.7 Current distribution 
 

CONCLUSION 
The presented wideband PCS antenna, basically designed 

with idea of metamaterial structure. Concept of Metamaterial 
structures is revolutionary miniaturization method for RF 
devices.. Improvement of antenna performance such as 
bandwidth and efficiency, is achieved by two different SRR 
like unit cells. By introducing slot in the radiating patches the 
power of radiation is increased due to the slot antenna effect in 
overall structure. Variation of sizes of split rings and patches 
gives the required resonant frequency. Through this sample 

design, broad bandwidth and high radiation efficiency are 
proven in this work. It is very useful to apply light weight RF 
devices like a small and slim mobile handset for different 
commercial bands since the proposed antenna is implemented 
on PCB.   
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I. ABSTRACT

In the study of networks, such as complex network,
social network or biological network; number of dif-
ferent characteristics of many nodes are found com-
mon. These characteristics includes small-world prop-
erty, clustering and community structure, among others.
In the context of networks, community structure refers
to occurrence of groups of nodes in a network that are
more densely connected internally, then with the rest of
network. This heterogeneity of connection suggests that
network has certain natural division within it. Being able
to identify their sub-structure within the network can
provide inside into how network function and topology
affects each others.

Index terms - Activity Recognition, Social Networks,
Acyclic Directed Graphs, Bayesian Networks, On-
line Commercial Intention, Customer Service, Digital
Forensics, Live data acquisition.

II. INTRODUCTION

A. Community Structure

The modern science of networks has brought signifi-
cant advances to our understanding of complex systems.
One of the most relevant features of graphs representing
real systems is community structure i. e. the organi-
zation of vertices in clusters, with many edges joining
vertices of the same cluster and comparatively few edges
joining vertices of different clusters. Such clusters, or
communities, can be considered as fairly independent
compartments of a graph, playing a similar role.

Communities can have concrete applications. Creating
communities of web clients who have similar interests
and are geographically near to each other may improve
the performance of services provided on World Wide
Web, in that each community of clients could be served
by dedicated mirror server. Identifying clusters of cus-
tomer with similar interest in the network of purchase
relationships between customers and products of online

retailers enable one to set up efficient recommendation
systems.

The problem of detecting Community Structure, at
first sight stresses on grouping nodes in a network into
sets called Community. A good community, comprises
of more edges among nodes within the community
than edges linking nodes of the cluster with the rest
of the community. The ability to find and analyze such
clusters can be of great significance in understanding
and visualizing network structures. Community detec-
tion in networks has attracted a lot of attention in past
years. Various methods have been developed to detect
community structure. This dissertation concerns about
networks with traffic generation capabilities for example
communication networks. Suppose there are number of
nodes interconnected with each other, trying to com-
municate, it is required to find the best suitable path
for a node to communicate with its counterpart located
either within or outside its community. Identification of
structural clusters is possible only for sparse graphs i.e.
number of edges n is of the order of number of nodes n
of the graph.
Social communities exist since long time and the group-

ing pattern of humans has been studied for long time on
different platform. Stuart Rice collected the data of politi-
cal blocs, on the basis of their legislative behavior and ar-
range data manually to understand political behavior, in
his book named The American Political Science Review
in 1927 [23]. George C. Homans 6th president of united
states, classified variables (for Concepts) that need to be
taken into account when studying a set of phenomena.
Then, he arranged there data in the form of matrix for
understanding underlying structure. They explain their
concept in his book named The Human Group in 1950
[3]. Social Communities has been present everywhere,
arranging the animals for different purpose or in social
organization in human society: group of hunter, royal
families, towns, political and business structure, coun-
tries, and even virtual communities like different social
networking websites [3]. Sociologist Mark Granovetter



Fig. 1. Small Network Containing 4 Community Structure

wrote in 1973 [3], ”Large scale statistical, as well as
qualitative, studies offer a good deal of insight into
such macro phenomena as social mobility, community
organization, and political structure. But how interaction
in small groups aggregates to form large-scale patterns
eludes us in most cases.” Very soon it was found that a
very powerful mathematical and large data scalable tool
is required and that was a challenging problem. It was
very much solved by Michelle Girvan and Mark New-
man by graph-partitioning problem solution [1][4][5],
which brings the attention of scientist from statistical
physics and mathematical communities.

In the study of networks, such as computer and
information networks, social networks or biological net-
works, a number of different characteristics have been
found to occur commonly, including the small-world
property, heavy-tailed degree distributions, and cluster-
ing, among others. Another common characteristic is
community structure.

The study of community structure is also required in
computer science and graph theory to solve problems
like intercommunicating computer processors, where the
processors may not required communicating with all
others. It can be illustrated with the help of graph, where
vertex repesented as processors and edges represented
as communication. In it, the community structure can
be used to find the solution which will minimize the
inter-processor communication. Many algorithm have
been suggested to solve the problem, few of them are
discussed in next chapter.

B. Motivation

Community structures are quite common in real
networks. Networks often include community groups

based on common locations, interests, occupations, etc.
Metabolic networks have communities based on func-
tional groupings [16]. Citation networks form commu-
nities by research topic. Being able to identify these sub-
structures within a network can provide insight into how
network function and topology affect each other [1].

C. Problem Statement
The concept of betweenness, which is a variable ex-

pressing the frequency of participation of edge to a
process, has been used by different scientists for de-
tecting community structure. These approaches calculate
the betweenness measure for all the edges, which makes
them more complex. So, there is need of more efficient
algorithm whose complexity is lesser than the available
algorithms.

D. Contribution
Finding communities within an arbitrary network can

be a difficult task. The number of communities within
the network is typically unknown and the communities
are often of unequal size and/or density. Despite these
difficulties[3], however, several methods for community
finding have been developed and employed with vary-
ing levels of success.

Here, a new algorithm for creating community struc-
ture is proposed whose complexity betters the existing
algorithm, in case when the graph is having more leaf
nodes. The main idea of the algorithm is that it reduces
the leaf nodes from the graph and then calculates the
edge betweenness based on node traffic.

E. Outline
Next section discusses various algorithms which have

been used to detect the community structure using
different approaches; section IV describes the proposed.
Section V checks the quality of proposed work. It shows
the resultant clusters after the clustering of network. The
approch is applied on the artificially generated network
and real world problem of Zackarys Karate club. At last
we conclude our work with future directions.

III. DIFFERENT ALGORITHM FOR DETECTING
COMMUNITY STRUCTURE

Recently, complex networks have attracted consid-
erable attention in many fields for representation of
a variety of complex systems, such as biological and
social systems, the Internet, the World Wide Web, and
so on. Community structure is an important property
of complex networks, which is the tendency for nodes
to divide into groups, with dense connections within
groups and only sparse connections between them.

The study of community structure in networks has a
long history. It is closely related to the ideas of graph
partitioning in graph theory and computer science, and
hierarchical clustering in sociology [3]. Before presenting
our own findings, it is worth reviewing some of this



preceding work, to understand its achievements and
where it falls short.

These techniques are aimed at discovering natural
divisions of networks into groups, based on various
metrics of similarity or strength of connection between
vertices. They fall into two broad classes, agglomerative
and divisive [17], depending on whether they focus on
the addition or removal of edges to or from the network.

In agglomerative method, the edge are added to
initially empty network if the similar characteristics
are found. The process starts from the single vertex
ends with complete graph, which is presented by with
help of dendogram (hierarchical tree). By bisecting that
dendogram, different communities are discovered. The
classic example of Agglomerative clustering is species
taxonomy. Agglomerative hierarchical clustering starts
with every single gene or sample in a single cluster.
Then, in each successive iteration, it agglomerates or
merges the closest pair of clusters by satisfying some
similarity criteria, until all of the data is in one cluster.

While in the divisive approach, it starts with the
complete graph and ends with the particular community.
For that it try to find out least similar connected pair of
vertex and remove that edge from the graph.

A community is a densely connected subset of nodes
that is only sparsely linked to the remaining network. A
community is a subset of nodes on the network. Suppose
the network is represented as graph G= (V, E) with V
vertices to say places and E edges to say roads that exist
between two places. Detecting community structure is
dividing G into K disjoint partitions.

A large number of methods have been developed
to detect community structure in networks in the past
years. Some of them are as follows:

A. Minimum-Cut Method

The minimum cut method follows a divisive ap-
proach, in which the network is divided into predefined
parts in approximately same size of network, chosen
such that the number of edges between group is min-
imized [15]. The algorithm works well in the case for
which it was intended for example, in load balancing for
parallel computing in order to minimize communication
between processor nodes. The method works well in
many of the applications for which it was originally
intended but is less than ideal for finding community
structure in general networks since it will find com-
munities regardless of whether they are implicit in the
structure, and it will find only a fixed number of them.

B. Hierarchical Clustering

The starting point of any hierarchical clustering
method is the definition of a similarity measure between
vertices. After a measure is chosen, one computes the
similarity for each pair of vertices, no matter if they are
connected or not. Hierarchical clustering techniques aim

at identifying groups of vertices with high similarity, and
can be classified in two categories:

• Agglomerative algorithms, in which clusters are
iteratively merged if their similarity is sufficiently
high;

• Divisive algorithms, in which clusters are iteratively
split by removing edges connecting vertices with
low similarity.

It first computes the intensity of link between each
pair nodes based on different methods, such as edge
betweenness [1], edge clustering coefficient, dissimilarity
index, information centrality, similarity based on ran-
dom walks, clustering centrality, and so on. Then, by
repeatedly incorporating the two nodes with the highest
intensity of link (agglomerative method), or repeatedly
removing the edge with the lowest intensity (divisive
methods), the partition results of the networks are ob-
tained [17].

Hierarchical clustering has the advantage that it does
not require a preliminary knowledge on the number
and size of the clusters. However, it does not provide
a way to discriminate between the many partitions
obtained by the procedure, and to choose that or those
that better represent the community structure of the
graph. The results of the method depend on the specific
similarity measure adopted. The procedure also yields
a hierarchical structure by construction, which is rather
artificial in most cases, since the graph at hand may not
have a hierarchical structure at all. Moreover, vertices
of a community may not be correctly classified, and in
many cases some vertices are missed even if they have
a central role in their clusters [5]. Another problem is
that vertices with just one neighbor are often classified
as separated clusters, which in most cases does not
make sense. Finally, a major weakness of agglomerative
hierarchical clustering is that it does not scale well.

C. Kernighan and Lin’s Algorithm

Brian Kernighan and Shen Lin in 1970, showed that
the node in different board can be linked to each other
using least number of connections. The Kernighan - Lin
algorithm [18], which uses a greedy algorithm to opti-
mize the value of the edges with in community minus
those between community, and the spectral bisection
algorithm [18], which is based on the eigenvectors of the
Laplacian matrix of graph, are two classical algorithms
related to the ideas of graph partitioning in graph theory
and computer science. They can find the community
structure efficiently in the networks in the case that the
number of communities in the networks is given before.

D. Girvan and Newman’s Algorithm

Girvan and Newman focused on the concept of
betweenness[1], which is a variable expressing the fre-
quency of the participation of edges to a process.
They considered three alternative definitions: geodesic



edge betweenness, random-walk edge betweenness and
current-flow edge betweenness.

Geodesic - Edge Betweenness is the number of short-
est paths between all vertex pairs that run along the
edge. It is an extension to edges of the popular concept
of site betweenness, introduced by Freeman in 1977 [16]
and expresses the importance of edges in processes like
information spreading, where information usually flows
through shortest paths.

Random - Walk Betweenness - betweenness of an
edge is given by the frequency of the passages across
the edge of a random walker running on the graph.

Current- Flow Betweenness is defined by considering
the graph a resistor network, with edges having unit
resistance.

In 2002, Girvan and Newman proposed a divisive
method that based on the concept of edge betweenness
to identify the community structure of the network
[1][4][5]. Although this method has been successfully
applied to a variety of networks, the complexity of it
is not ideal, running in O(m2n) time on an arbitrary
network with m edges and n nodes, or O(n3) time on a
sparse network (a network with mn, which covers most
real-world networks of interest).

It identifies edges in a network that lies between
communities and then removes them, leaving behind
just the communities themselves. It has been used in
many real life examples.

E. Modularity Optimization
One of the most widely used methods for community

detection is modularity maximization [8]. Modularity
is a benefit function that measures the quality of a
particular division of a network into communities. The
modularity maximization method detects communities
by searching over possible divisions of a network for one
or more that have particularly high modularity. Since
exhaustive search over all possible divisions is usually
intractable, practical algorithms are based on approxi-
mate optimization methods such as greedy algorithms,
simulated annealing, or spectral optimization, with dif-
ferent approaches offering different balances between
speed and accuracy [19]. The usefulness of modularity
optimization is however questionable: on the one hand,
it has been shown that modularity optimization often
fails to detect clusters smaller than some scale, depend-
ing on the size of the network.

F. Issues
All the algorithms discussed here, do have their own

advantages or usability in a particular situation. They
have restrictions also. Edge betweenness measure, which
measures the intensity of edge in the network, is taken
as main issue in the proposed algorithm. For finding
better community structure, complexity of algorithm has
to be reduced. Finding betweenness measure for edges
between the node having one adjacency node and other

nodes, is making no change in making of communities.
So, the proposed method removes the calculation pro-
cess for those edges.

IV. PROPOSED APPROACH AND IMPLEMENTATION

A complex network can be represented in terms of
nodes and edges indicating connections between nodes.
In Internet, for example, the nodes represent routers
and the edges the physical connections between them.
In the same way, in transport networks, the nodes can
represent the cities and the edges the highways that
connect them. These edges can have weights, which can
represent the flux of car in a highway or a frequency of
interactions between two words in a language network.

In the study of complex networks, a network is said
to have community structure if the nodes of the network
can be easily grouped into sets of nodes such that
each set of nodes is densely connected internally. This
implies that the network divides naturally into groups
of nodes with dense connections internally and sparser
connections between groups.

A graph G can be defined as a pair (V,E), where V
is a set of vertices, and E is a set of edges between the
vertices E ⊆ {(u, v)|u, v ∈ V }. If the graph is undirected,
the adjacency relation defined by the edges is symmetric,
or E ⊆ {(u, v)|u, vV } (sets of vertices rather than ordered
pairs). If the graph does not allow self-loops, adjacency
is irreflexive. An example graph is shown in Fig 2.

Fig. 2. A Sample Graph with Eight Vertices and Ten Edges

Each graph G={V,D} can be conveniently represented
in the form of an N x N adjacency matrix A where if
Aij 6= 0 then i points to j. The main motive of algorithm
is just check the presence or absence of a connection
between two entities therefore, it have an unweighted
graph, with Aij ∈ 0, 1. It followes the convention that
Aii = 0. In the more general case of a weighted network,
Aij takes values that reflect the strength with which i is
connected to j.

Community detection in large networks is potentially
very useful. Nodes belonging to a tight-knit community
are more than likely to have other proper ties in com-
mon.



A. Proposed Approach for Detecting Community Structure
Here, a new method for creating community struc-

ture is proposed, which works more efficiently in cases
when the graph has more leaf nodes. Leaf nodes are
those nodes which are having only one adjacent node
connected to it. It is assumed each node is generating
equal amount of traffic, so the traffic of each node is
assigned value 1 at the start of calculation. The nodes,
which are having only one adjacent node, add their
value to its adjacent node, which is having multiple
adjacent nodes and delete them from the graph. Be-
tweenness measure of the existing edges is calculated,
which considers the traffic of the node and betweenness
of the recently traveled edges. This is divided by number
of path towards the source. The calculated betweenness
is assigned to the edges. Now, the edge which is having
highest betweenness is detected and deleted from the
network. This process is repeated until all the edges of
the graph have been traveled. That means no edge in
the graph has been left for the calculation.

B. Implementation
Edge betweenness of an edge is the number of shortest

paths between pairs of nodes that run along it. If there
is more than one shortest path between a pair of nodes,
each node is assigned equal traffic such that the total
traffic of all of the nodes is equal to unity. If a network
contains communities or groups that are only loosely
connected by a few intergroup edges, then all shortest
paths between different communities must go along
one of these few edges. Thus, the edges connecting
communities will have high edge betweenness. By re-
moving these edges, the groups are separated from one
another and so the underlying community structure of
the network is revealed.

The betweenness measure of edge is assigned by
using the formula discussed in the algorithm. Consider

Fig. 3. Betweeness Measure

figure 3 on which we are performing our algorithm by
considering S as source. Following step are carried out
to get the communities:

• Step 1: Assign traffic, t to all nodes.
• Step 2: If the node has only one adjcent node

connected to it, add the traffic of that node to the
adjcent node.

• Step 3: Delete nodes which are having only one
adjcent node.

• Step 4: Calculate the Betweenness measure of each
edge, be using

bnear =
titself +

∑
bfar

δitself
(1)

• Step 5: Assign betweenness meaure calculated to
the edge.

• Step 6: Deduct the edge having highest
betweenness.

• Step 7: Go to step 1 untill all the edges of the graph
has been travled. That means no edge in graph has
been left.
Now, repeat this process for all source vertices and
summing the resulting scores on the edges gives us
the total betweenness.

Fig. 4. Artificially Gentrated Random Graph. Having 16 Node and
18 Edges.

So, in context of the graph shown above betweenness
may be calculated as,

bAB =
tB + bBC + bBD

1
(2)

In the traditional definition of vertex betweenness
[16][20], multiple shortest paths between a pair of ver-
tices are given equal weights summing to 1. For example,
if there are two shortest paths, each will be given weight
. Same definition for our edge betweenness has been
adopted, although with betweenness, traffic of the node
is also used. Initially, traffic of each node is given 1
including leaf node. According to algorithm, all the leaf
nodes is removed and assign the traffic of leaf node to



Fig. 5. After Removal of Leaf Nodes and with Betweenness Measure
of all Edges.

the non leaf nodes by summing the traffic of leaf node
to the non leaf node. As shown in the figure 4 node A
is assigned traffic tA= 2 and so on, at node B, tB =3, at
Node C, tC =2, at node D, tD=4, at node E, tE=3 and at
node F, tF=4.

Betweenness can be calculated by following formula,

bB =
tB +

∑
betweenin

Outdegreein
(3)

As in case of node x, we can calculate the Score as,

bB =
tB + bBC + bBD

totaloutdegreeB
(4)

Now, to calculate the edge Betweenness from all short-
est paths betweenness measure for different edge will
come as shown in figure 5. Like betweenness bEF =
bED = 3/2. So on, betweenness value of different edges
are shown in the figure above. Calculation step is cal-
culated for each edge removed from the network. After
removable of each edge are deducting the leaf nodes,
which reduces the time complexity for the algorithm
in comparison to previous algorithms. The next graph
shown in figure 5 is with betweennes measure of all
the edges. Network with strong community structure
often break apart into separate components quite early in
the progress of the algorithm, substantially reducing the
amount of the work that needs to be done on the compu-
tational complexity of the algorithm. Some networks are
directed, i.e. their edges run in one direction only. Like in
World Wide Web links in web page point in one direction
only. It is imagined a generalization of shortest path
betweenness by counting only those paths that travel
in the forward direction along with edges. Therefore,
our algorithm applied to the undirected version as well
as directed version of the networks, and no special
algorithm is required for the either case.

C. Quantifying the Strength of Community Structure

The proposed algorithm detects good communities
both in artificially generated random network and in real

Fig. 6. Dendogram of Zachary’s Karate Club

world examples. However, practically how many com-
munities should be generated using the algorithm is not
known ahead of time. So the problem is how to grade the
algorithm? Algorithms always produce some division of
network into communities, even in completely random
networks that have no meaning community structure.
So, it is to find some way of getting good structure.
Normally, the algorithm output is in form of dendogram
which represents an entire nested hierarchy of possible
community division for the network. To find out the best
one for a given network, dendogram is divided to get a
sensible division of network.

To define a measure of the quality of a particular
division of a network, modularity has been used. Mod-
ularity is one measure of the structure of networks or
graphs. It was designed to measure the strength of
division of a network into modules (also called groups,
clusters or communities). Networks with high modular-
ity have dense connections between the nodes within
modules but sparse connections between nodes in dif-
ferent modules. Modularity is often used in optimisation
methods for detecting community structure in networks.
However, it has been shown that modularity suffers a
resolution limit and, therefore, it is unable to detect small
communities.

Consider a particular division of a network into k
communities. Let us define k X k symmetric matrix e
whose element eij is the fraction of all edges in the
network that link vertices in community i to the vertices
in community j. The modularity is calculated taking
all edges into consideration i.e. edges which have been
removed by community structure algorithm. The trace
of this matrix Tr e = sum i e ii gives the fraction of
edges in the network that connect vertices in the same
community, and a good division is high value of trace.
The trace on it’s own is not a good indicator of the
quality of division.

So, the sum of row or column a i = sum je ij , which
represent the fraction of edges fall between vertices
without regard for the communities they belong to, it
would have e ij =a ia j. Thus, modularity measure is



defined by,

Q =
∑
i

(eij − a2i ) = Tre− ‖ e2 ‖ . (5)

where, ‖ x ‖ indicates the sum of the elements of
the matrix x. It measures the fraction of edges in the
network that connect vertices of the same type (within
community edges) minus the expected value of the
same quantity in a network with the same community
divisions, but random connections between the vertices.
If the number of within community edges is no better
than random, then Q=0. Values approaching Q =1, which
is maximum, indicate networks with strong community
structure.

D. Complexity Evaluation
The proposed algorithm calculates edge betweeness

over rounds. In a round, keeping a node as a source
node and calculating the edge betweeness of all edges,
the complexity depends on the number of edges. Untill
all the nodes are taken as source nodes, the rounds
are incremented. Edge betweeness for an edge is the
summation of it over all the rounds.

Thus, for a graph G=(N,M), the computational com-
plexity for calculating edge betweeness of all edges is:

O((n− l) ∗m). (6)

where,
n: number of nodes, l: number of leaf nodes, m:

number of edges.

V. RESULT

The algorithm used here detects coumminty structure
on Artificially Gentrated Random Network and real
world exapmle of Zacharys Karate Club Network [22]. It
produce the coummnuties among the network by using
the modilarity function which is discussed in the chapter
5.

A. Artificially Gentrated Random Network
Our community structure algorithm do an excellent

job of recovering known communities both in artificially
generated random network and in real world example.
We have applied our algorithm on this artificially gener-
ated graph shown in figure 4, which we have discussed
in the last chapter with our example. By using the
modularity function, it is divided in to three different
communities as shown in figure 6. It showes the fraction
of vertices in a self genrated network sample classify into
the three community correctly.

The algorithm takes a text file having the edges be-
tween the vertexes of the graph in a line, as an input.
Then, the algorithm computes input and detects the
community structure. It results output in the form of
text file containing the modularity and the possible
community structure in the graph. It also shows which
vertex belongs to which community.

1) 16 Node Network: This is the example on the basis of
which the working of algorithm is shown in the chapter
3. It is a 16 node network which is having 18 edges. The
betweenness measure has been calculated for each edge
which is between the non-leaf nodes. Then it deletes
the edges with highest betweenness measure. Highest
possible modularity measure then decides the number
of communities in the network.

Figure 7 shows the input file, it contains the node
numbers which are having edge between them. The said
file is given as input to the algorithm and it generates
the output file as shown in figure 8. It contains number
of nodes, modularity, number of communities and the
nodes with their communities they belong to. While
processing the result it also shows the list of edge, which
are removed one by one from the graph.

Fig. 7. Artificially Gentrated Random Network which is having 16
Nodes

2) 13 Node Network: Here is another example for the
finding community structure on the artificially generated
random graph. Figure 10 is an artificially generated
random network, having 13 nodes and 16 vertexes. After
applying the algorithm, discussed in the chapter 3, it
calculates the between measure for the different edges.
Again according to the highest modularity measure
number of community structures is decided, which is
3 in this example.

B. Zachary’s Karate Club Network

Now, we apply our algorithm to real-world network
data. We will apply this on one of the classical studies in
the social network analysis. In Early 70s, Wayne Zachary
observed social interactions between the members of
karate club. Social interaction between the members
was shown with in the club and outside it through
the network of ties. In the mean while some dispute
erupts between the administrator and the principal
karate teachers, and so the club divided into groups.

Figure 12 shows the consensus network structure of
Zacharys club before the split. Feeding this into our



Fig. 8. Zachary’s Karate Club Network which is having 34 Nodes
represting the Members of Club and Adminstrator

algorithm, we find the result shown in the figure 13.
Dendogram, which represents the network into the lay-
ers architecture that at what level the different members
of club are associated with each other. In figure 6 the
links between the different members are shown with the
help of bar association and the vertical bar shows the
different communities of the network. This is also shown
with the help of graph in figure 13. It is clearly showing
that the network is divided into to four communities in
which two community is major, which are associated
with node 1, which is representing the administrator
and node 33 which is representing the main trainer of
the club. The members those are associated with the
administrator are represented by circle and members
associated with trainer are represented with the help of
filled circle. Two other communities are also there which
is not closely connected with any of the group of club.

Fig. 9. Zachary’s Karate Club after the classification done by our
Algorithm

C. Summary

This chapter discuss about the applications and results
of approach on different artificially generated random
network and real world problem. We have seen with
the help of these examples that algorithm works quite
well in the different situation. Quantifying the strength
of Community Structure gives best level of communities
in the given network.

VI. CONCLUSION & FUTURE WORK

The proposed algorithm perform network clustering
i.e. the task of extracting the natural community struc-
ture from networks of vertices and edges. The approach
is simple and intuitive, gives excellent result on the net-
works, which is having multiple trails, which is termed
leaf node in this work, like in the case of Internet traffic,
Internet topology or so. The approach discussed, is dif-
ferent form the previous approaches. It doesn’t calculate
the betweenness measure for the leaf node. It passes the
traffic of these nodes to the non- leaf nodes. And so
reduces they complexity of the algorithm. This algorithm
includes a recalculation step in which betweeness score
are revaluated after the removal of every edge. Then,
the quality of the cluster is evaluated with the help of
modularity function. The implementation of algorithm
has demonstrated the efficacy and utility of our method
with a number of examples. It has been shown that it
is reliable and sensitively extracts community structure
from artificially generated networks with known com-
munities. It has been also applied to real-world networks
with known community structure.

The traffic of one node varies from the traffic of other
nodes, which plays an important role in the calculation
of intensity of the traffic between any two nodes. The
proposed work can be extended in future for the calcu-
lation of betweenness measure having different intensity
of traffic on edges between the nodes.
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Abstract—Diversity in education incorporates varying 
geographic, cultural, intellectual, ethnic, academic and social 
elements. An education that would cover this diversification will 
make the world a more vibrant place to live. India is a country 
known for its diversified culture, languages, ethnic groups and 
more importantly its education. There are two interesting 
questions that foster the discussion for an enhanced engineering 
education in the country. They are: 1.) what would be the 
potential, if the numerously diversified engineering minds 
around the nation are brought together? And 2.) How can this be 
driven in the right direction?  A group of engineering students 
across the nation are working to find the answers to these 
questions. This paper discusses the efforts and outcomes of these 
students’ initiatives in creating diversity programs and their 
motto to unify the student’s minds.

SPEED (Student Platform for Engineering Education 
Development) is an international non-profit student organization 
that works towards enhancing engineering education. SPEED-
India is a country chapter that has conducted five regional 
workshops and one national conference (Indian Student Forum) 
between June 2013 and January 2014. These sessions have 
brought together engineering students from across the country 
and the world to discuss and develop action plans that would 
result in an enhanced engineering education. Through these 
working sessions, more than 3000 Indian engineering students 
were brought together and exposed to the discussions of 
engineering education. They were later made to contribute to the 
dialogues and as well as in developing concrete action plans. The 
action plans were diversified from addressing the infrastructure 
for engineering education to technology uses in learning to 
community, project and entrepreneurship based learning 
methodologies. The paper discusses the creation and outcomes of 
these action plans in detail. 

Keywords—Engineering Education, Action Plans, Diversity, 
SPEED,ISF. 

I. INTRODUCTION 

The concerns surrounding diversifying the engineering 
workforce have traditionally been linked to research with 
underrepresented groups. However, as the goal of the field of 
engineering is to produce a “global engineer,” issues of 
diversity emerge not only among the human capital of 
engineers but the contributions that can be made by a diverse 

education curriculum in engineering education [1]. 
Diversification provides engineering students the opportunity 
to capitalize their coursework in fields such as entrepreneurship 
and sociology so that engineering designs can expand beyond 
the traditional one-dimensional technical issues into a world 
that is more inclusive of other disciplines. 

Another different context in the nature of diversity is 
Cultural Diversity. Culture can be related to various intrinsic 
qualities and extrinsic expressions such as thought processes, 
habits, manners, emotions, communication skills etc. Today’s 
world is connected by knowledge and is based on global 
economy. It is essential that a while graduation, an engineering 
student obtain not only necessary education, but also cultural 
awareness so that he/she will be efficient in dealing with the 
challenges due to existing cultural diversity in the world.  

India is a highly diverse society in terms of caste, religion, 
region, place of residence such as rural and urban areas, 
languages etc. Currently Indian population comprises of 8 
major religions and 22 official languages. This implies the need 
of cultural awareness not only across different countries, but 
also across different regions in India 

According to a study done by Rugarcia, Felder, seven 
features that pose challenges to future engineers are 
proliferating information, multidisciplinary technological 
development, globalized markets, endangered environment, 
emerging social responsibility, participatory corporate 
structures and rapid changes [3]. Cultural diversity plays a 
major role in many of the above features. This shows a great 
need for the engineering curriculum to account for all these and 
possibly more features to provide vision, knowledge and skills 
to the graduates for successfully contributing to the world.

II. STUDENT PLATFORM FOR ENGINEERING
EDUCATION DEVELOPMENT 

SPEED is a global, non-profit student organization that 
functions as an interdisciplinary network of engineering 
students who aspire to stimulate change and impact the 
development of engineering education (EE) and its effect on 
society, industry, the environment and local communities. In 
collaboration with academia, industry and government SPEED 
is committed to improving EE by channeling the student voice 
and perspective. Through local and global initiatives SPEED 

Page 720

978-1-4799-4437-8/14/$31.00 ©2014 IEEE 03-06 December 2014, Dubai, UAE
2014 International Conference on Interactive Collaborative Learning (ICL)



empowers students and encourages the development of 
professional, ethical and social responsibility. Furthermore, 
through insight into policy, academia/industry relations and 
organizational structure SPEED serves to continue the 
professional education of its members and participants of its 
forums [3]. 

In June 2013, SPEED collaborated with Indo-US 
Collaboration for Engineering Education (IUCEE). IUCEE 
works to improve the quality and global relevance of 
engineering education and research in India with focus on 
faculty development, student development, curriculum 
development, as well as improved teaching technologies and 
research [4]. Both the organizations joined hands to improve 
the EE scenario in India for the benefit of the student fraternity. 

III. INDIAN STUDENT FORUM 

A. Introduction 
Indian Student Forum (ISF) is a platform where all the 

enthusiastic Indian engineering students with an interest in 
enhancing the engineering education gathers together to 
establish a dialogue on EE through a series of discussions. 

The overall plan for the ISF was two-fold: to positively 
impact Indian student participants current position as budding 
global engineers eager to affect change within EE and local 
communities; and to show the professional stakeholders that 
students are a much larger piece of this puzzle than they are 
currently given credit for and are entitled to a voice within the 
engineering education dialogue.  

B. Global Student Forum 
The Indian Student Forum is a concept derived from the 

Global Student Forum (GSF). GSF is a global conference 
organized by the SPEED which draws academics 
representatives from government bodies, industry, non-profit 
organizations and an increasing number of students from 
around the world to discuss issues pertinent to engineering 
education. During the forum students are a part of an 
international experience, submerged in the atmosphere of 
cross-cultural communication and creative thinking. 
Participants take part in workshops aimed at providing them 
with tools to find innovative solutions with a global perspective 
and apply them in their local communities. They get a chance 
to learn about already existing student projects, get involved 
and/or start their own regional and global initiatives with the 
aim of maximizing the student voice within the engineering 
education community [5]. 

ISF was planned and structured on similar lines of GSF. 
ISF was conducted just before the 1st International Conference 
on Transformation in Engineering Education (ICTIEE) [6] so 
that student could meet global academicians and industry 
representatives during the conference. 

C. Planning 
SPEED leaders in India recruited EE students who 

displayed good leadership skills during the five regional 
workshops which were conducted in collaboration with IUCEE 

between June 2014 and August 2014 [7].  The ISF working 
committee was divided into different roles to improve the 
efficiency and also speed up the process. The committee was 
divided into Sponsorship, Relations, Activities, IG Panel, 
Accommodation, Logistics, Educational Content, Scheduling 
and Registration groups. Each group was assigned with 
specific roles which were assigned in virtual meetings 
conducted once every 2 weeks. Every working committee 
member was accountable for their respective responsibilities 
and was required to report the status of work prior to every 
meeting. This protocol boosted the performance of the team 
which ensured effective planning for the forum. 

The registration for ISF was done online through the 
SPEED website. Interested students were asked to fill a 
registration form with details of their previous experiences with
the field of EE, Action Plans developed during the regional 
workshops and their resume. Participants were also allowed to 
select appropriate track whose topic were aligned to that the 
tracks. 

After receiving the registration form, all submissions were 
subjected to review by the registration process. Students with 
prior knowledge on engineering education and action plans 
aligned to the theme of the forum were accepted. Students were 
sent a mail after submitting their registration form informing 
them that their submission was received, second mail was sent 
informing their acceptance following up with another mail 
providing them with finance details.  All accepted students 
were sent a welcome package before the start of ISF which 
consisted of the details such as mode of transport to reach the 
ISF venue, emergency contact numbers, weather conditions, 
accommodation details, ISF schedule and dress code. This 
helped the participants prepare better before arriving for ISF. 

D. Execution 
ISF was portrayed as a stage 2 for development of action 

plans prepared during the regional workshops. After the 
completion of the regional workshops, participants started 
implementing the action plans in their local regions. During the 
course of implementation, the participants encountered certain 
obstacles. Some of the common ones include shortage of 
financial resources, lack of depth in action plan, inaccurate 
time frame calculation. Participants from the regional 
workshops were expected to attend ISF, analyze the challenges 
faced during implementation and work on enhancing their 
action plan based on the analysis.  

The theme for ISF was “Creativity and Innovation in Indian 
Engineering Education” which was aligned with the theme of 
the regional workshops conducted. 50 action plans were 
developed during the 5 regional workshops conducted. All the 
50 action plans were scrutinized and 3 tracks were identified 
for ISF, 1. Design/Animation/Modelling/Simulation based 
Learning, 2. Community and Interdisciplinary based learning, 
3. Project based learning. Participants were streamlined into 
different tracks based on their preferences given during 
registration and also the theme of their action plan. 
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During the course of ISF, participants brainstormed in 
groups about the implementation of their action plan and the 
challenges faced. Each group comprised of students from 
different parts of the country, which provided each group 
varied discussions. This helped the participants gauge the 
drawbacks of each action plan on a national level which 
eventually provided them better scope of improvement. Each 
track was facilitated by international SPEED leaders and 
Industry experts from National Instruments, Quanser, Cypress 
Semiconductors and Skyfii Labs who mentored the students 
and guided them to build their action plans using the SMART 
objectives which points out the importance of an action plan to 
be smart, measurable, achievable, realistic and time bound 
[8].  The industry experts enlightened the participants with 
various ways to approach industries for financial assistance. 

Based on the feedback received, participants from all tracks 
were given time to explore and perform further study to revise 
their action plan in line with the knowledge obtained. 
Participants were allowed to use the library and various labs 
present in the host college to pursue further study. After 
gathering the required information, participants incorporated 
the changes into their action plan. Presentations were given to 
other participants in their respective tracks about the improved 
version of the action plan followed by feedback from fellow 
participants and facilitators. 

Sustainability refers to the continuation of a project’s goals, 
principles, and efforts to achieve desired outcomes [9]. One 
important aspect of every action plan is to ensure its 
sustainability for a long lasting impact. A workshop was 
conducted on sustainability to provide an insight to participants 
on its importance and need in every action plan. In order to 
improve the knowledge transfer, participants were provided 
with a case study of ISF. The study described the idea, 
planning, execution and expected outcomes of ISF. Using this 
information as reference, participants were encouraged to 
develop strategies to ensure the sustainability of ISF to make 
sure the forum is conducted every year and benefit the student 
fraternity. Very good responses were received from this 
workshop, which helped the participants oversee the possible 
future obstacles. This guided the participants to make 
additional changes to their action plan to make it more 
sustainable and long lasting. 

In addition to stage 2 development of action plan, 
additional sessions were conducted for the overall development 
of the participants. Cultural evening was organized with a 
motive of cultural exchange among participants. Participants 
were dressed in their traditional cultural attire and shared their 
local food with the participants and also performed their 
cultural dances. The event helped students from various 
cultural backgrounds know about the others and also 
established cross cultural bonds. Participants were taken to visit 
different industries related to their course of study which 
helped them attain a real life perception of various 
manufacturing processes. 

All the participants presented their action plans on the last 
day of ISF. Academicians, deans, industry representatives who 
arrived to attend the conference were invited to judge the 
action plans. The judgment was based on the creativity and 

originality, sustainability, thoroughness, feasibility, social 
impact of the action plan and presentation skills of the 
presenter. The judges gave participants constructive feedback 
and suggestions. Some of the judges also offered to provide 
financial resources to few action plans.  

After the completion of the presentations, networking and 
poster session was conducted. Interested students were 
informed to prepare posters on various projects being 
implemented in their colleges prior to ISF. Delegated attending 
the international conference were invited for the networking 
session. Participants used this as a platform to showcase their 
poster to fellow participants and the delegates. This interaction 
helped them network with delegates from across the world 
which benefited them in establishing a global professional 
network.  

E. Intergenerational Panel 
SPEED was nominated to organize an intergenerational 

(IG) panel during the third day of the main conference. 
Intergenerational Panel serves to increase the dialog between 
the professional stakeholders from academia and industry and 
the students they educate and employ. All parties are interested 
in increasing communication across generations; this session 
achieves this in a way that further diversified the discussions 
held throughout the week during ISF and the ICTIEE. The 
topic of discussion for the panel was the transformation in 
engineering teaching methodologies. All the people present for 
the panel were broken down into groups making sure each had 
equal number of students and academicians. Every person in 
each group were given time to discuss and give their 
perspectives on the topic. These discussions will be pared 
down into concrete suggestions for the future.  This required 
synthesizing information from all session groups and 
incorporating the different viewpoints of all the various 
stakeholders. All the information was shared with the groups 
later who decided to use this information to modify their 
teaching methodologies to improve the measure of effective 
knowledge transfer 

IV. ACTION PLANS DEVELOPED 
There were 13 action plans which were developed at ISF in 

the three tracks. All the action plans in each track were aligned 
to their respective theme. The first track 
(Design/Animation/Modelling/Simulation based Learning) 
comprised of 3 action plans. All the action plans were 
developed with a vision to bring about a change in the way 
engineering education is delivered in their colleges. The first 
action plan was intended to improve the quality of 
deliverability of EE by adopting visual, audio and graphical 
media that will help the students acknowledge the subject and 
have a better insight about the course. The second action plan 
aimed to make a cross platform mobile application which will 
narrow the gap between students of different fields of EE in a 
college. This application would be a portal to share 
interdisciplinary project related data, provide details of 
available research opportunities and solve major issues such as 
attendance monitoring and updates from college authorities. 
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The second track (community and interdisciplinary based 
learning) consisted of 5 action plans. All of them were 
developed with a motive of inculcating community and 
interdisciplinary based learning into their curriculum. This first 
action plan aimed on providing quick solutions to local 
community problems using available waste resources. 
Implementing this action plan required creativity and good 
knowledge in that specific field of engineering. This idea of 
community based learning was also suggested to the college 
authorities for inculcating into the curriculum as an elective. 
This action plan provided the local community immediate 
solutions to small problems and also helped the students 
improve their understanding of their course. The 2nd action 
plan was developed to spread awareness and also change 
surrounding non-renewable energy consumption to renewable 
energy. The first phase of action plan is replacing all energy 
sources to biogas and biomass. Biomass was intended to 
provide energy for electricity and biomass for household 
cooking purposes. This idea was shared with people in 
respective local regions and they students helped interested 
people switch to renewable energy sources. The 3rd action plan 
was developed with the same motive but had different action 
steps. The students planned to contact their college authorities 
to replace the existing energy sources with solar energy. This 
action plan was developed by a group of students studying 
electrical engineering. They also proposed that all the changes 
will be made by them which would reduce additional external 
resources. The 4th action plan was developed by a group of 
environmental engineers. The action plan aimed to spread 
environmental awareness among local citizens and educate 
them about the toxic effects of the usage of plastic. They also 
formulated a campaign to assemble people and collect plastic 
in the nearby regions every week and dispatch it to the 
recycling authorities. The 5th action plan was targeted to 
recognize the need to bridge the gap between students of 
different domains of engineering and provide them a platform 
for interdisciplinary research and development. The last action 
plan desired to provide students an industry innovator platform 
where students can interact with industry experts and local 
innovators to gain industry exposure. 

The third track (project and entrepreneurship based 
learning) comprised of 5 action plans. All the action plans were 
prepared on mission to highlight and implement project and 
entrepreneurship based learning in their curriculum. The first 
action plan aimed to take into account the vast number of 
engineers who wish to enter the field of techno-
entrepreneurship and lack of awareness for the same in India.
The strategy was to develop a T-cell program inside the college 
through collaboration with industry experts, government and 
provide budding entrepreneurs necessary resources to enter the 
field of entrepreneurship. The 2nd action plan proposed to host 
a business competition in each region where interested students 
can share their business ideas. Investors will be invited to the 
event of that interested ones can invest in the new ventures. 
The 3rd action plan emphasized to give engineering education 
a more practical touch rather than the traditional theoretical 
way by conducting project expo’s, technical workshops and 
seminar by industry representatives and teachers about their 

research and development. The 4th action plan was aimed to 
improve the collaboration between classroom and laboratory. 
This was expected to be achieved by conducting experiments 
in sync with the topics taught so that students visualize the 
phenomenon taught better and also understand the real live 
examples. The last action plan aimed create a bridge between 
industry and college to provide students a platform to enhance 
their technical as well as practical skills to avoid any struggle 
adjusting to industry needs after graduation. 

V. ACTION PLAN IMPLEMENTATION
COMPETITION 

In order to motivate the participants to implement their 
respective action plans after the completion of ISF, SPEED 
announced the ISF implementation competition. All the 
participants were briefed about the competition before the 
closing ceremony of ISF. The winners will be decided 6 
months from the end of ISF which is the end of July. All the 
action plans will be judged based on the progress based till the 
date of judgment and impact made by each action plan. All the 
judges and industry representatives were contacted again 
inviting them to be a judge for the ISF implementation 
competition.  

All participants were sent monthly mails to track the
progress. As all the progress was being tracked virtually, 
SPEED with the help of IUCEE planned weekly webinars 
which were conducted every Saturday at 18:00 Indian Standard 
Time. Interested participants were invited to present their 
action plan implementation which boosted them confidence 
and also helped get constructive feedback from the other 
webinar attendees [10]. All the participants were provided 
regular guidance whenever required by the SPEED. All 
participants were informed to submit a detailed report on the 
status of their action plan implementation by the end of July. 
The winner of the implementation competition will be 
sponsored by SPEED and IUCEE to the 10th GSF which will 
be held in December at Dubai. 

VI. IMPACT CREATED 
According to a survey done by Dr. MG Prasad to evaluate 

the impact on cultural diversity by process of education, 
students felt a good mixture of cultural backgrounds between 
fellow student and also the instructor provides them better 
global exposure [10]. The composition of each track at ISF was 
ensured to have diversified students from different parts of the 
country. Every track was facilitated by international SPEED 
leaders and industry experts from different parts of the globe. 
This mixture of diverse participants and facilitators helped 
them expand their professional network, which eventually 
provided them global exposure. The weekly webinars 
conducted to track the Action Plans gave participants 
additional opportunity to keep in touch with their fellow 
participant through which enormous amount of knowledge was 
shared. Participants also took regular feedback from the 
facilitator while implementing their action plan which ensured 
a sustainable global professional network was built. 
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Figure 1. Diversity of ISF participants

While some action plans are still being implemented, there 
are few participants who have almost finished their 
implementation. All these action plans have in a way impacted 
their community and student fraternity. The action plan 
developed to promote interdisciplinary learning was 
implemented in RK University and BVB College of 
Engineering and Technology. They have infused the concept of 
interdisciplinary learning in their respective curriculum by 
incorporating multi domain projects which increased the cross 
domain knowledge transfer when students from different 
engineering fields work together on a same project. Another 
action plan was implemented in G Pulla Reddy Engineering 
College where a participant educated people from the local 
community to use biogas as a replacement to gasoline which is 
used to cook food. The participant formed a group and 
educated them on generating biogas and installed the same in 
many nearby houses. Participants from CVSR Engineering 
College have developed an application on android operating 
system for students in their college. Students can use this to 
add post and help the needed for any of their projects so other 
students can join them. The application also helps them 
monitor their attendance, check the schedule and receive 
regular updates from the college management. Students from 
KG Reddy College have got approval from the college to set 
up an entrepreneurship cell inside the college. They have 
contacted the ministry of science and technology to provide 
them necessary funds to establish an entrepreneurship cell. The 
cell will provide budding entrepreneurs initial investment for 
setting up their new venture in the initial stage. These action 
plans implemented have impacted the local communities by 
diversification in engineering education. 

VII. SUCCESS STORIES 
ISF implementation competition resulted as success with the 
action plans being implemented. Here are a few success 
stories shared in this article. One of the participants B. Mohan 

Reddy who successfully implemented his action plan on 
replacing gas cylinders with biogas for cooking purpose 
received huge appreciation from the local community and also 
got featured in the local newspapers.  Impressed with his work 
on community based projects, one of our sponsors Skyfii labs 
recruited him as a research intern into one of their projects for 
6 months. Another participant Vamsi Krishna conducted 
awareness sessions for school students on the various 
community problems in the nearby regions and how engineers
can work together to solve those problems. This provided the 
school students an insight about engineering and the role they 
can play in the community. Impressed by his work, the local 
government representative has granted him a sponsorship to 
the 10th GSF which is being held in Dubai during December, 
2014. 

Two participants from R.K. University and BVB College 
of Engineering and Technology conducted seminars and 
workshops on the importance and outcomes of 
Interdisciplinary learning in their respective universities. They 
joined hands with interested students from different domains 
and submitted interdisciplinary project proposals to the 
research and development cell in their respective colleges. 
Three projects were accepted and were provided financial 
resources. One participant from track 3 submitted a proposal 
and action plan to establish an entrepreneur cell inside his 
college. The proposal was accepted and   forwarded to Indian 
governments department of science and technology for 
establishing an incubator center inside the college. These are 
some of the success stories of ISF in the past 8 months.  

VIII. FUTURE SCOPE OF WORK 
SPEED plans to continue the same work in collaboration 

with IUCEE. The 2nd ISF will be conducted from 6th - 6th 
January 2015 at BMS College of engineering. 7 regional 
workshops were conducted in different parts of India in 
September, 2014. All the participants who implement their 
action plan after these workshops will be invited to participate 
in the 2nd ISF and work on further development of their action 
plans. 
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Abstract:-The system is developed to detect the radio-
active sources like gamma  particles. The doorway 
monitoring system consists two plastic scintillation 
detectors to detect the gamma source .The system would 
be designed in such a way that it detects the presence of 
humans with the help of IR sensor and will count the 
number of pulses through counters. The detector signal 
has to be processed for which suitable amplifier module 
has to be developed .The current status of the system 
would be transmitted to the remote PC application via 
Ethernet.The system has audio and visual indications to 
indicate the status of the system like Ready, Clean and 
System Fail. The user can set the alarm levels 
independently for the two detectors, the counting time 
using the touch display. The system has two modes of 
operation to meet user requirements. The system 
continuously acquires the counts and monitors the 
background radiation. 
 
Keywords:PIC18f46k22,RTC(DS1307),NVRAM,I2C,Int
errupts,IR sensor,plastic scintillation detector with 
PMT tube 
           1.INTRODUCTION 
 
 This SNM baggage system is specifically 
called special nuclear material baggage system.It is 
intended that door way monitoring system is by their 
specifications. Doorway Monitor is a highly reliable 
system for the radiometric protection of Special 
Nuclear Material (SNM).It is suitable for indoor 
installation. The system may be set up in any location 
where a 230V,AC 50Hz power source is available. 
Typical locations might be entrances and exits to 
access areas. It is used mainly for source detection 
and not normally suitable for contamination 
monitoring. The radiation sensor used is gamma 
sensitive Plastic Scintillator coupled with a 
Photomultiplier Tube (PMT). 
 The Doorway Monitor uses two plastic 
scintillator detectors mounted on the two sides (LHS 

and RHS) of the portal. The user can set the alarm 
levels independently for the two detectors, the 
counting time using the touch display. The system 
has two modes of operation to meet user 
requirements. The system continuously acquires the 
counts and monitors the background radiation. The 
data is displayed on the front panel touch screen LCD 
display. The counts are updated for every background 
counting time. The person’s occupancy is detected by 
IR sensors and the system generates an alarm when 
the counts exceed the preset alarm values. 
 The Doorway Monitor automatically detects 
the presence of the user and stops the automatic 
background update, and starts the Personnel 
Monitoring. During the monitoring period or 
Personnel Monitoring if the user is not passed 
properly through the system, monitoring starts and 
stops after 5 sec’s automatically. The system will 
monitor person occupied the system up to his 
occupancy. During the personnel monitoring cycle 
the net count rate is collected by subtracting the last 
background counts with the acquired gross counts. 
 The collected net count rate is then 
compared with the preset contamination alarm levels 
in order to determine if the personnel’s are 
contaminated or not. The Doorway Monitor system 
then announces the result by audio-visual messages 
through lamp indication and messages on system 
display. Once the personnel have passed out of the 
monitor the  switches back to background collection 
mode. In the background collection mode the counts 
the background of each detector for pre defined BG 
Counting time period.   
 This monitoring system can be either atmel 
based or micro chip based ,but for our convenient 
purposes we use micro chip because of in built timers 
and counters .In this paper ;we will discuss about: 
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1. How a plastic scintillation detector detects 
gamma particles and how BF3 detector 
detects neutrons 

2. How detected nuclear signal is converted 
into electrical signal 

3. What is the need of using an inverter and a 
hv status checker 

4. How the conversion of adc (analog to 
digital) conversion is done 

5. How the counter counts the signal 
6. How a ir sensor detects a person through 

that doorway 
 
                  2. HARDWARE DESCRIPTION 
  
 This module works according to the certain 
modules mentioned above.the description and their 
specifications are given below: 

� Mains : 230 VAC +10%,50/60 Hz 
� Controller: PIC 18f46k22 for safe and avoid 

complexity 
� Alarm buzzer : Peizo Buzzer- Lamp 

indication 
� Relay board: ULN 2003 
� Ir sensor -2 
� Plastic scintillation detector with 

PMT(photo multiplier tube) – 2 
� One front camera and one rear camera 
� Gamma amplifier module -2 
� Ethernet switch port-1 
� LVPS : 12V 

 If we use 8051 controller, it will not have 
inbuilt counters .So it is difficult and become more 
sophisticated for the design of our baggage system

 
A. Generalised block diagram of the system: 
 

 

 

 

 

 

 

 

 

 

 

 

 

   

 

   Fig1.Block diagram of doorway monitor system 
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B.Plastic scintillation detector : 

 The scintillation process starts with 
the conversion of high-energy photons into visible 
light and following steps are: 

 
1) A photon incident on the detector creates an 
energized electron 

 
2) As the electron passes through the detector, it loses 
energy and excites other electrons in the process. 

 
3) These electrons go back to their ground state, 
giving off light . 

 
A popular method for the gamma-rays 

detection involves plastic scintillators. The general 
description of a scintillator is a detectors that emits 
low-energy  photons when struck by a high-energy 
charged particle. When used as a gamma-ray 
detector, the scintillator does not directly detect the 
gamma-rays. Instead, the gamma-rays produce 
charged particles in the scintillator crystals which 
interact with the crystal and emit photons. These 
lower energy photons are subsequently collected by 
photomultiplier tubes (PMTs). 

 

      Fig 2. Plastic scintillation detector 

C Gamma amplifier module: 

 The pulse amplifier module takes the output 
of the detector probe as input and amplifies it and 
converts it into fixed width TTL pulses.There are two 
modules for pulse amplification and pulse shaping of 
pulses coming from two detectors. Each module 
consists of fast operational amplifier,comparator and 
a mono-stable multi-vibrator. There are three stage of 
amplification and pulse shaping is done by AM452-
2M .In the first stage of amplification negative tail 
pulse will be converted into positive tail pulse with 
less amplitude. In second stage of amplification, 
positive tail pulse shape without negative base line 
distortion. In third stage amplification, variable 
amplified positive pulse. Trim pot RV2 (Disc Adj) is 
used to make threshold voltage range between to 0 to 
5V. IC LM 110 is used as buffer .After amplification 
the unwanted signal is removed at comparator 
stage(LM111) by adjusting the threshold of 
comparator by varying the panel mount pot ‘RV4’ 
(Disc Set) from minimum to maximum. Comparator 
output is square pulses of variable pulse width to 
convert these pulses into fixed width pulses these 
pulses are feed to mono stable multivibrator 
(54LS123) and finally mono stable multivibrator 
output is TTL pulses with fixed pulse width. 

        

 

 

                      input 

 

 

                       Fig 3. Stage in converting source signal into digital ttl pulses through gamma amplifier 
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The output of the ttl pulses will be  negative trailing 
pulses .So we will use any inverter circuit in order to 
change to positive ttl pulses. For eg: LM 324 

 

D  Micro controller: 

 In this paper ; we will discuss our paper 
using PIC 18f45k22 .It is a new family of 
microcontrollers that take advantage of Microchip’s 
latest process technology. They contains 5 i/o ports in 
PIC controller in which some of the pins get 
multiplexed with some signals.  

The hardware included on the board allows 
for development for different applications.In PIC 
controller,we use mainly : 

1. Timers and counters 

2. I2C mode 

3. Interrupts 

4. ADC  

1. Counters: 

 As we use 3 counters to count  two gamma 
pulses  and one counter is used as a spare.we use 
TIMER 0,1,2 modules of PIC controller and we will 
see how the counter will be configured in the TIMER 
0,1,2 modules. 

a. Counter in timer 0 mode: 

Timer0 can operate as either a timer or a counter; the 
mode is selected with the T0CS bit of the T0CON 
register. The Counter mode is selected by setting the 
T0CS bit (= 1). In this mode, Timer0 increments 
either on every rising or falling edge of pin RA4.The 
raising edge is determined by the Timer0 Source 
Edge Select bit, T0SE of the T0CON register; for 
TOSE = 0 selects the rising edge.  

 

 

 

b. Counter in timer 1 mode : 

In Counter mode, a falling edge must be registered by 
the counter prior to the first incrementing rising edge 
after any one or more of the following conditions: 

• Timer1/3/5 is disabled (TMRxON = 0) when 
TxCKI is high then Timer1/3/5 is enabled 
(TMRxON=1) when TxCKI is low. 

2. I2C mode:  

The Inter-Integrated Circuit Bus is a multi-
master and multi slave  communication bus. Devices 
communicate in a master/slave environment where 
the master devices initiate the communication. A 
slave device is controlled through addressing.Here 
we use i2c mode of communication to control and 
transfer of data from NVRAM and RTC. 

a.software algorithm for i2c mode : 

1.Master  mode write operation: 

1. Assign the address of the slave under 
communication and clear i2c which was 
used previously. 

2. Initialize i2c for master using 
openI2C(x1,x2)  and set baud clock 

3. Check for bus idle connection in multi 
master mode and then start i1c using 
startI2C(). 

4. Write the address and check if any bus 
collision and using while loop it until write 
is successful and similarly for read 
operation. 

3. Interrupts: 

 We use interrupts in detecting the presence 
of  a person using IR sensor.IR sensor detects persons 
presence and it contains a transmitter and a 
receiver.Interrupts we use here is high to low 
interrupts ;because already IR sensor will be high 
state and when person enter through the doorway it 
will goes to low state giving an indication of  
person’s presence.we use INT0 and INT1 given to 
pin 8 and pin 9 of pic controller. 
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 Interrupts have 19 registers for the control of 
interrupts i.e INTCON(1-3),PIE(1-5),PIR(1-5),IPR(1-
5),RCON. interrupt sources have three bits to control 
their operation. They are: 

• Flag bit to indicate  an event occurred 
• Enable bit to branch  the interrupt vector address 
after  the flag bit is set 
• Priority bit to select high or low priority 
INTCON1- bit 6:PEIE/GIEL: Peripheral Interrupt 
Enable bit 
When IPEN = 1: 
 Enables all low priority interrupts=1 
 Disables all low priority interrupts=0 
i.e  INTCON=01000000;IPEN=1; 

4. ADC module: 

 We need ADC module in order to display 
the exact HV status of the system .We will have the 
HV status from 800V to 1200 V.So,if HV given= 
853V;to display the exact HV status ;we convert into 
10 bit digital value by proper analog to digital 
conversion. If 0v and 5v are there;then 0v=0 
and 5v=1023;then I unit=5/1023 which implies 
5/1023 volts means 1 unit. To enable the ADC 
module, the ADON bit of the ADCON0 register must 
be set to a ‘1’. Setting the GO/ DONE bit of the 
ADCON0 register to a ‘1’ will immediately start the 
Analog-to-Digital conversion or start an acquisition 
delay followed by the Analog-to-Digital conversion. 

E Relay drive circuit ( ULN 2003): 

 Relay driver circuit is interfaced with micro 
controller and check the different operational modes 
of the system like ready,contaminated,clean,system 
fail and alarms and buzzer are used to denote those 
modes.the ralay circuit used is ULN 2003. 

3. OPERATIONAL MODES: 

The doorway monitors software consists of six basic 
operating modes in normal operation. 

A. Ready mode: 

 Normally PMS4021 will be in READY 
mode. i.e. the system is ready to monitor personnel 
passing through the system. If nobody occupies it 
will continuously collects the background and 
updates the background. 

B. Clean mode: 

 If the net count rates for each detector are 
below their respective contaminated alarms levels, 
the user being monitored is considered as 
“CLEAN”.The indication will be in green colour. 

C. Contaminated mode: 

 In any of detector count rate exceeds the 
alarm level then the system switches to contaminated 
mode and the indication will be in red colour. 

D. DET HV Failure:  

If the operating HV voltage of the detector 
get failed or come down to threshold or alarm level 
kept for HV Voltage then “HV FAIL” messages are 
displayed on the system display 

E. Background High and low: 

 when any of the detectors goes into 
saturation or any high activity source is nearer to the 
system then the background is more than the alarm, 
in this case “BACKGROUND HIGH DET1” 
messages are displayed on the system display and 
vice versa for back ground low 

1.BG High Alarm Level: 

BG high alarm level = Last obtained BG 
Counts + Alarm level 

= Last obtained BG Counts + 10 (�) 

2. BG Low Alarm Level: 

BG Low alarm level = Last obtained BG 
Counts - Alarm level 

= Last obtained BG Counts - 10 (�). 

4.WORKING: 

 Initially the source is detected by plastic 
scintillation detector and the negative trail pulse is 
the output of the detector.Then the detector output is 
given to gamma amplifier;before gamma amplifier 
through hv module where high voltage status is 
maintained between 800V and 1200V.In the gamma 
amplifier ;amplification and gain setting is done and 
pulse timing is set and inverted due to of negative 
pulse from detector. The output of the gamma 

506



amplifier will be digital ttl pulses which are given to 
counter as input to PIC 18f46k22 controller.We use  
TQFP (tetra quad flat package) which consists of 44 
pins. 

 The pins of the counters are 23,32 and 13 
pins of the micro controller .These ttl pulses are 
given to these pins.HV status set for the system is  

given to adc to maintain exact value of the HV 
status.the presence of a person is detected by the two 
IR sensors,one at the entrance and one at exit .The 
interrupts given for this sensor will have priority high 
to low.The main operation modes are mentained in 
the above section 3.1-3.5.those modes are signaled by 
the relay drive circuit ULN 2003. 

 

 Fig 4.schematics for the design of the system 

A.Algorithm of the system: 

� Count the pulses 
� Check whether bg low<1000 or bg 

high>5000;then the system is safe and in 
ready mode 

� Interrupt is in high to low ;then it will be in 
signal counting mode 

� In the signal counting;(signal count-bg 
count) is compared with the alarm level 

� (signal count-bg count)>=alarm level;it is in 
contaminated mode 

� (signal count-bg count)< alarm level;then it 
is clean. 

            5.CONCLUSIONS AND FUTURE WORK: 

  

 This model is designed to detect gamma 
radiations and monitor the results on lcd .It is used to 
detect 2 gamma sources using plastic scintillation 
detector which will result in a negative pulse 
train.This  module can have USART communication 
using PIC controller as it have EUSART module .It 
uses Real Time Clock to store the data of source data 
at a specified time and it will be stored in NVRAM. 

 This monitoring system can be extended to 
gamma sources and neutron sources by extending it 
by placing an external BF3 detector as it is capable of 
detecting neutrons and then passed through neutron 
amplifier.The operation of neutron amplifier is same 
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as that of gamma amplifier which is described 
above.The future work of this door way monitoring 
system can be extended to special nuclear baggage 
system by placing an X-ray belt to detect both 
gamma and neutron materials.But in order to detect 
neutrons also we need to use another counter of PIC 
controller.But the older version of this systems used 
Atmel controllers which do not have in-built counter 
.We have to interface counter peripherals to 
controller module. 
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Abstract-Cloud computing paradigm enables the users toaccess 

the outsourced data from the cloud server without the hardware 

and software management. For the effective utilization of 

sensitive data from CSP, the data owner encrypts before 

outsourcing to the cloud server. To protect data in cloud, data 

privacy is the challenging task. In order to address this problem, 

we proposed an efficient data security method using 

cryptographic techniques. Thus, the proposed method not only 

encrypts the sensitive data, but also detects the dishonest party to 

access the data using combined hash functions. We have analyzed 

the proposed method in terms of storage, communication and 

computational overheads. The result shows that the proposed 

security method is more efficient than the existing security 

system. 
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I. INTRODUCTION 

In cloud computing, data is stored in remote massively 
scalable data centers where compute resources can be 
dynamically shared to achieve significant economies of scale. 
The storage capacity needs to scale with compute resources to 
effectively manage and gain maximum cloud benefits. 

Armbrust et al.[8] explained cloud as the data Center hard
ware and software that provide services on-demand network 
access to a shared pool of consumable computing resources. It 
has the following common characteristics; (i)pay-per-use 
(ii)elastic capacity (iii)self-service interface and (iv)resources 
that are abstracted or virtualized. 

For organizations into cloud computing, storage manage
ment is extremely important. To avoid data loss, the cloud 
system must provide data protection and resiliency. If loss 
does occur, the environment must be able to recover the data 
quickly in order to restore access to the cloud services. The 
storage management and information protection in cloud 
environments helps to deliver a workload-optimized approach. 

Depending on the type of cloud used, the cloud provider's 
responsibilities could include providing infrastructure, 
physical security of the premises, operating system and 
network security. Sharing of cloud resources such as providing 

[978-1-4799-4040-0/14/$31.00 ©2014 IEEE] 

infrastructure, operating system, application and network 
security is controlled by the cloud service provider depending 
on the cloud deployment model. 

On the other hand the actively processing cloud data is 
controlled by cloud users depending on the cloud service 
model is used in their application. An organization classify the 
information according to the sensitivity to its loss or 
disclosure. The level of information sensitivity classification 
defined by the data owner based on the security control. 

The detailed functional components of cloud computing 
security architecture are explained in the figure 1. Based on 
three cloud computing service models such as; infrastructure 
as a service, platform as a service and software as a service, it 
contains; authorized users, data provider, communication 
Access Point(CAP), Security Access Point(SAP), Application 
Access Point(AAP), and Application servers, functional 
components [1]. 

CAP- Communication Access Point, SAP--Securitv Access Point 

AAP--Applications Access Point .. PDP--Policy Decision Point 

Fig. I. Functional Components of Cloud Computing Security Architecture 

In software as a service model, where software is 
represented by various application servers of same and/or 
different types. The main characteristics of cloud computing 
model is, the data provider and cloud users do not access 
servers directly. To access the various cloud services based on 
type of user re-quest and other processing parameters, the 
Application Access Point Server distribute the service request 
to the individual application server. The users may access 
cloud servIces on demand through internet using 
communication Access Point. 
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The SAP server provides the front-end security service 
before accessing the cloud resources, Once the user has been 
authenticated, SAP verifies whether the user requests are 
authorized to access internal cloud resources or not. After 
authentication, enforcement the final security service is 
provided by the SAP server. 

When a user request some application service via CAP to 
the cloud, that request will first reach SAP server. The server 
will forward it to the Policy Decision Point (PDP) Server for 
the authentication and authorization decision. If both are 
approved, users application request will be passed to the 
appropriate application server, where it will be served, and the 
response will be returned to the user. All described security 
actions, SAP server, then forwarding it to the PDP server, 
receiving reply back to the SAP server and, fmally access to 
the application server providing the requested service, are 
performed instantaneously and transparently to the user [2]
[II]. Therefore, the user is not aware of any of these actions, 
except if some unauthorized action is attempted. 

The rest of the paper is organized as follows. In Section II 
and III, we have defined the related work and background for 
the proposed security system respectively. Our proposed 
system security algorithms and performance analysis are 
explained in Section IV and V respectively. Finally we 
conclude in Section VI. 

II. RELATED WORK 

To ensure the data integrity of a file consisting of a finite 
ordered set of data blocks in cloud server several solutions are 
defined by Qian Wang et ai, in [3]. The first and straight 
forward solution to ensure the data integrity is, the data owner 
pre-compute the MACs for the entire file with a set of secrete 
keys, before our sourcing data to cloud server. During auditing 
process, for each time the data owner reveals the secret key to 
the cloud server and ask for new MAC for verification. In this 
method the number of verification is restricted to the number 
of secrete keys. Once the keys are exhausted, the data owner 
has to retrieve the entire file from the cloud server to compute 
the new MACs for the remaining blocks. This method takes 
the huge number of communication overhead for verification 
of entire file, which effect the system efficiency. 

The another solution to overcome the drawback of 
previous method, is to generate the signatures for every block 
instead of MACs to obtain the public audit-ability. This 
solution can provide probabilistic assurance of data 
correctness and public audit-ability, which again results in 
large communication overhead and effect the system 
efficiency. The above solutions are supports only static data 
and none of them can deal with the dynamic data updates. 

Qian Wang et ai, in [4] designed an efficient solution to 
support the public audit-ability without retrieving the data 
blocks from server. The design of dynamic data operations is a 
challenging task for cloud storage system. They proposed a 
RSA signature authenticator for verification with data 
dynamic support. To support the efficient handling for 
multiple auditing task, they extended the technique of bilinear 
aggregate signature and then they introduced a third party 
auditor to perform the multiple auditing task simultaneously. 

In the recent resource sharing paradigm in distributed system 
such as cloud computing, the most challenging task. 

In data sharing system is defining of access policies and 
dynamic data updation. In [5], JunbeomHur, explains the 
cryptographic based solution for data sharing using cipher-text 
policy attribute-based encryption(CP-ABF) to improve the 
security of the data. In this method the data owners defines the 
access policies on the data to be distributed. The major 
drawback of this method is the unauthorized users can access 
the key to decrypt the encrypted data. 

In cloud computing, both data and applications are con
trolled by the data owner and cloud service provider. To 
access the cloud data and applications as a cloud service more 
securely a data security model has been defined Mohamed, 
E.M. in [6]. In this security model, it provides a single default 
gateway as a platform to secure user data across public cloud 
applications. The default gateway encrypts only sensitive data 
using encryption algorithm, before sending in to the cloud 
server. In this method the data is accessed by only authorized 
users but the cloud service provider can grant the access 
permission for unauthorized users while cheating to the data 
owner. Therefore, this method degrades the security as proper 
key management is not implemented in the system. 

To increase the revenue and degree of connectivity from 
cloud computing model while accessing and updating data 
from data center to the cloud user, Dubey et al. in [7] devel
oped a system using RSA and MD5 algorithms for avoiding 
unauthorized users to access data from cloud server. The main 
drawback of this method is that the cloud service provider has 
also an equal control of data as the data owner and the 
computation load for cloud service provider is proportional to 
the degree of connectivity so that the performance of the 
system can degrade. 

III. MODEL! ARCHITECTURE 

A. Background 

The block diagram of cloud computing system architecture is 
defined in the figure 2. It contains there are four functional 
blocks for data storage and accessing data from data centers in 
public cloud servers such as, data owner, Cloud Service 
Provider(CSP), authorized users, and Trusted Third Party [2]. 
The functions of these functional blocks are as follows; 

Data owner: The data owner can be any organizationfor 
generating outsourcing data to store in data center of public 
cloud model for the external use on the demand of the 
authorized users on the basis of pay per usage. 

Cloud Service Provider: Manage the cloud serversand 
data centers in the public cloud and provide the storage 
infrastructure to the data owner for storage of outsourced data 
in data center on the payment based on the requested storage 
capacity. It coordinates the trusted third party to verify the 
authorized users and to retrieve the data from cloud server to 
make them available for authorized user on demand. 

Users: the set of authorized users to access the remote 
datastored in cloud server through trusted third party and 
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cloud service provider, All the users are the clients of the data 
owner. 

Trusted Third Party: an entity who is trusted by all 
otherentities of the system such as CSP, data owner and users. 
The functions of TTP is to verify whether the requested user in 
authorized or not, updating the block status table of file and 
calculate the hash value for file and block status table [10]. 

B. Assumptions 

The following assumptions are considered to evaluate the 
data privacy of the proposed system 

1) The data owner and users have mutual distrust 
relation with cloud service provider, 

2) Trusted third party helps to make the indirect mutual 
trust between authorized user and data owner with 
cloud service provider, 

3) Public cloud model is considered for storage of 
outsourced data in data centers 

The data owner has a file (F) consisting of m blocks of 
equal size. Since the data is storing on remote data center, for 
confidentiality all the blocks are encrypted using symmetric 
data encryption algorithm before sending to the cloud server, 

Fig. 2. Block diagram of Cloud Computing System Architecture 

C. Objectives 

The objectives of our proposed security system are 
summarized as follows. 

I) Design an efficient data privacy algorithm using 
cryptographic techniques. 

2) Detect the dishonest party using combined hash 
values verification. 

3) Reduce the computational overheads of CSP, while 
introducing TTP. 

4) Access the out sourced data, even if data owner is in 
off-line. 

IV. PROPOSED SECURITY SYSTEM 

1) Block Status Table 
The Block Status Table(BST) is a small data structure used to 
access the outsourced encrypted file from the cloud service 
provider. It consists of two column such as SNj and BNj , 
where SNj is the sequence number of physical storage of data 

block j in the file and BNj is the data block number. Initially 
the data owner stores table entries as SNj = BNj = j. For 
insertion of data blocks, the BST is implemented using linked 
list. The structure of BST for insertion of data blocks as shown 
in the Table 1. 

TABLE I. STRUCTURE OF BLOCK STATUS TABLE 

Sequence Block 
Number Number 
1 1 
2 2 
3 3 
4 4 

2) Proposed System 
The proposed system consists of a four functional role; 

data owner, user, trusted third party and cloud service 
provider. 

Owner: the data owner generates the initial symmetrickey 
for data encryption and decryption. The key is rotated forward 
direction to generate the new key for next block data 
encryption and rotate backward direction for previous block 
encryption. For a file where bj is the /h block and m is the 
number of data blocks, initially the owner generate a BST with 
SNj = BNj = j for the input file and character map table 
explained' in the Table 2. To protect the data from the 
unauthorized users, before F, BST, key to the TTP. The 
BNjand bj are concatenated to helps to reconstruct the original 
file in the correct order while file retrieving. 

Thrusted Third Party Role: The TTP receives the {F, 
BST,key} from data owner, then it computes the combined 
hash values for the encrypted file F and BST using the 
following formula. 

FHTTP = h(b1[i]E9 bz[i]E9 . . . E9 bm[i] 

= E9{ h(bj[i]}�l Vi = 1 . . .  n (1) 

= E9{ h(BNj [i]}�l Vi = 1 . . .  n (2) 

wherem is the number of data blocks, n is the number of bits 
in each block. The TTP store the computed hash values of file 
(FHttp) and BST (THttp) in the local storage, then it sends only 
{F and BST } to the cloud service provider. 

User Role: The authorized user sends a request to both the 
CSP and TTP to access the outsourced file from the cloud 
server. After receiving {F, BST} from the CSP, and {FHap. 
THlip• key} from the TTP, the user verifies the contents of 
BSTcsp entries by computing the combined hash values of 
BSTcsp using the following equation. 

TH = h(BNl[i] EB BN2[i] EB .... EB BNm[i]), ........ (3) 
user 
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wherei= 1, ... n and h() is the hash value /hbit. The user 
compares the Http received from TTP and THuser. If(THuser!= 
THllp), then issue a dishonest party report to the TTP and data 
owner. In case of (THuser==THttp) the user verifies the 
contents of the encrypted file F by calculating the FHuser using 
the following equation and comparing with FHttp. 

TABLE II. ENCODING MAP SETUP 

tllput: m'CC me �d!S6 i�s ke 

OU C!HIlI: �l,Ill:Ibcr of datil b oct .. em) MIl r ,nn too S(.ilJP 

FHuser = h(bl[i] EB b2[i] EB .... EB bm[i]), ............ ( 4) 

If (FHuser ! = FHllp), then informs to the TTP to resolve 
such a conflict. The authorized user decrypt all the encrypted 
blocks (b) using the decryption algorithm explained in the 
Table 4, and symmetric key, then returns (E� lib). The 
EN/and ESTc1pare utilized to reconstruct the original source file 
(F). 
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TABLE IV. DATA DECRYPTION ALGORITHM 
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V. PERFORMANCE ANALYSIS 

We evaluate the performance of the proposed cloud 
security method by analyzing the storage, communication and 
computation overhead in terms of data block storage and 
processing for the data security requirements using data 
encryption and decryption algorithm explained in the table 3 
and table 4 respectively. 

A. Storage Overhead 

It is the additional storage space required to store the 
necessary information for data security, other than the stored 
file. The data owner stores only the data encryption key and 
BST in its local storage, where the size of the key is 256 bits. 
The size of the BST is calculated based on the number of data 
blocks. The BST contains two columns, both are integer it 
occupies total 8 bytes of memory space for single data block, 
therefore the total storage space of BST is 8x m bytes, where 

m is the number of data blocks. While increasing the data 
block size still we can reduce the BST storage overhead. 

The storage overhead for the combined hash values of the 
file and BST is 64 bytes, each of size 32 bytes. The total 
storage overhead at TTP is the sum of the storage space 
required for the key, FHttp and THttp is 96 bytes. The total 
storage overhead of the proposed security system is the sum 
of the storage overhead at data owner, TTP and CSP side. The 
overall storage overhead is calculated using the following 
equation. 

Overheadstorage = overheadCowner) + overheadCTTP) 
+ overhead(csP) 

(8 x m + 32) + 96 + (8 x m) 
= (16 x m + 128) bytes. . . . (5) 
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B. Communication Overhead 

It is the additional information sent other than the out 
sourced data blocks, to access the data from the CSP. When 
the user request a file from the CSP, the CSP sends the 
encrypted file and BSTcsp to the user and also TTP sends the 
THttp, FHttp and key to the user. The total communication 
overhead for the system is the sum of the communication 
overheads between the owner, user, TTP and CSP. The overall 
communication overhead is calculated using the following 
equation. 

Over headcommn 
overhead(owner,TTP) + overhead(TTP,CSP) 

+ overhead(TTP,CSP) (6) 

C. Computation Overhead 

For confidentiality requirement the static data in the cloud 
storage system has the computational cost for data access from 
the CSP. The computation cost is the cost of the time required 
to perform the data encryption, data decryption, BST 
generation, key generation and verification. Before access ing 
the data from the CSP, the authorized user verifies BSTcsp and 
the data file. the cost required for these verification is 2 * m * 

h, where h is the cost of one hash value computation [2]. The 
total computation overhead for data access is the sum of the 
cost of the verification, key rotation and data decryption. The 
total cost required to access the file from CSP is calculated 
using the following equation. 

C ostcomputation 
= 3 * m * h + keyrotation 
+ decryption . .  (7) 

The maximum computation overhead required for 
detecting the unauthorized user on the TTP side is 2 * m * h. 

VI. CONCLUSIONS AND FUTURE ENHANCEMENT 

In this paper, we discuss the problem of data security in 
cloud storage system. To control the outsourced data and 
provide the quality of the cloud storage service for the users, 
we propose an efficient data encryption, data decryption, ke y 
rotation and cryptographic hash function techniques. To detect 
the dishonest party we implemented the verification 
techniques using hash function at TTP. We have investigated 
the computation overhead, communication overhead and 
storage overhead for the outsourced data. The simulation 
result for accessing the outsourced data from the CSP shows 

that the proposed cloud security system is highly secure than 
the existing security systems. To support, insertion, deletion 
and updating dynamic operations on encrypted data block, we 
can further extend this security system. 
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Fuzzy Reliability Analysis of Washing
Unit in a Paper Plant Using Soft-
Computing Based Hybridized Techniques

Komal and S. P. Sharma

Abstract The present study deals with the fuzzy reliability analysis of washing
unit in a paper plant utilizing available uncertain data which reflects their com-
ponents’ failure and repair pattern. Paper computes different reliability parameters
of the system in the form of fuzzy membership functions. Two soft-computing
based hybridized techniques namely Genetic Algorithms Based Lambda-Tau
(GABLT) and Neural Network and Genetic Algorithms Based Lambda-Tau
(NGABLT) along with traditional Fuzzy Lambda-Tau (FLT) technique are used to
evaluate the fuzzy reliability parameters of the system. In FLT, ordinary fuzzy
arithmetic is utilized while in GABLT and NGABLT ordinary arithmetic and
nonlinear programming approach are used. The computed results, as obtained by
these techniques, are compared. Crisp and defuzzified results are also computed.
Based on results some important suggestions are given for future course of action
in maintenance planning.

1 Introduction

The important performance measure for repairable system are system reliability
and availability. When system reliability is low, efforts are desired to improve it by
reducing the failure rate or increasing the repair rate for each subsystem/compo-
nent. To this effect the knowledge of system (or components) failure/repair
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behavior is customary in order to plan and adapt suitable maintenance strategies.
Reliability analysts analyze the system reliability with the help of various quali-
tative and quantitative techniques such as reliability block diagram (RBD), fault
tree analysis (FTA), event tree analysis (ETA), markov models (MM), Petri-nets
(PN), failure mode and effect analysis (FMEA), Baysian approach etc [1–5]. These
techniques generally require knowledge of precise numerical probabilities and
functional component dependencies, information which are sometimes relatively
difficult to obtain in any large-scale system. In view of these problems, selection of
the appropriate method depends upon the complexity of the system and measures
used to analyse system reliability. After selecting appropriate method or technique,
system behavior is analysed by using collected or available historical data. But,
data either collected or historical are often inaccurate, imprecise, vague and col-
lected under different operating and environmental conditions. The causes may be
age, adverse operating conditions and the vagaries of manufacturing processes
which affect each part/unit of the system differently, and thus the issue is subject to
uncertainty [6]. Considering these facts, many researchers pay attention on these
issues and analyzed various industrial systems behavior in terms of reliability/
availability using traditional markovian approach without quantifying uncertain-
ties involved in the data [7]. Knezevic and Odoom [3] introduced the concept of
FLT utilizing quantified data for analyzing the behavior of a general repairable
system. In their approach, PN is used to model the system while fuzzy set theory is
used to quantify the uncertain, vague and imprecise data. Fuzzy arithmetic is used
for computation of different reliability indices of a general repairable system [8].
Rajeev [5] analysed reliability of different subsystems in a paper mill using FLT
and FMEA. Komal et al. [1] established a new technique based on nonlinear
programming approach and named it as GABLT for evaluating fuzzy reliability
indices of repairable industrial systems. All the above discussed approaches are
limited only for those systems whose components? functional dependencies are
precisely known. So, these approaches cannot be applied to evaluate those systems
reliability indices for which components functional dependencies are partially
known. To overcome the problem, Sharma et al. [2] extended GABLT technique
by coupling it with ANN and named it as NGABLT technique. The major benefit
of using ANN is that it can be used effectively in the situations where output
pattern is precisely known (supervised) and where output pattern is partially
known (unsupervised). Present study is based on the systems whose functional
dependencies are precisely known.

The objective of the chapter is to analyze the fuzzy reliability of washing
system in a paper plant using available information and uncertain data through two
soft-computing based hybridized techniques GABLT and NGABLT along with
traditional FLT technique.
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2 A Brief Overview of FLT, GABLT and NGABLT
Techniques

The basic assumptions used in these techniques are given as:

• component failures and repair rates are statistically independent, constant, very
small and obey exponential distribution function;

• the product of the failure rate and repair time is small (less than 0.1);
• after repairs, the repaired component is considered as good as new;
• system structure is precisely known.

2.1 FLT Technique

Fuzzy Lambda-Tau methodology is a traditional method for analyzing system
fuzzy reliability [3]. The methodology is based on qualitative modeling using PN
and quantitative modeling using Lambda-Tau method (Table 1) of solution with
basic events (AND-gates and OR-gates) represented by triangular fuzzy numbers.
This approach is limited as the number of components of the system increases or
system structure becomes more complex, the computed reliability indices
(Table 2) in the form of fuzzy membership function have wide spread due to
various fuzzy arithmetic operations used in the computations [8]. It means these
indices have high range of uncertainty and cannot give exact idea about the system
reliability and consequently its performance. Thus this approach is not suitable for
large and complex repairable industrial systems’ reliability analysis when data is
imprecise and represented by fuzzy numbers.

2.2 GABLT Technique

To analyze the complex industrial system reliability stochastically up to a desired
degree of accuracy, GABLT technique has been used in this chapter [1]. GABLT
utilizes ordinary arithmetic and mathematical programming approach instead of

Table 1 Basic expressions of lambda-tau methodology

Gate ! kAND sAND kOR sOR

Expressions Qn

j¼1
kj

"
Pn

i¼1

Qn

j¼1
i6¼j

sj

# Qn

i¼1

si

Pn

j¼1

"
Qn

i¼1
i6¼j

si

#

Pn

i¼1
ki

Pn

i¼1

kisi

Pn

i¼1

ki
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fuzzy arithmetic. In this technique expression of various reliability indices of the
system in terms of system’s components’ failure rate and repair time are evaluated
using Tables 1 and 2. Since system have complex structure, so evaluated reliability
indices are nonlinear in nature. Also, system’s components’ failure and repair data
i.e. input parameters are uncertain due to various practical reasons already dis-
cussed and hence represented by triangular fuzzy numbers [8, 9]. To finding
system fuzzy reliability indices utilizing quantified failure and repair data in the
form of fuzzy numbers, optimization problems (1) at each cut-level a is formulated
and given as follows.

Minimize/Maximize:

~Fðk1; k2; ; kn; s1; s2; ; smÞ or ~Fðt=k1; k2; ; kn; s1; s2; ; smÞ ð1Þ

Subject to : lki
ðxÞ� a;

lsj
ðxÞ� a;

0� a� 1;

i ¼ 1; 2; ; n; j ¼ 1; 2; ;m:

where ~Fðk1; k2; ; kn; s1; s2; ; smÞ and ~Fðt=k1; k2; ; kn; s1; s2; ; smÞ are time indepen-
dent and dependent fuzzy reliability indices respectively. The obtained minimum
and maximum value of F are denoted by Fmin and Fmax respectively. The mem-
bership function values of ~F at Fmin and Fmax are both a that is,

l~FðFminÞ ¼ l~FðFmaxÞ ¼ a

The obtained optimization problem is non-linear in nature, needs some effective
techniques and tools for its solution. Variety of methods and algorithms have been
developed for solving nonlinear optimization problems and have been applied in
various types of real life problems [10, 11]. Genetic algorithm (GA) is one of the most
popular evolutionary algorithm. GA has been applied effectively to many different
types of reliability optimization problems [1, 11]. GA is capable to solve nonlinear
optimization problems without checking the convexity and differentiability of

Table 2 Some reliability indices for repairable system with constant repair rate model

Reliability indices Expressions

Mean time to failure MTTFs ¼ 1
ks

Mean time to repair MTTRs ¼ 1
ls
¼ ss

Mean time between failures MTBFs ¼ MTTFs þMTTRs

Expected number of failures ENOFsð0; tÞ ¼ ksls t
ksþls

þ k2
s

ðksþlsÞ2
½1� e�ðksþlsÞt�

Availability AsðtÞ ¼ ls
ksþls

þ ks
ksþls

e�ðksþlsÞt

Reliability RsðtÞ ¼ e�kst
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objective functions [11, 12]. Owing to these advantages, GA is used to solve the
nonlinear optimization problem (1) for each cut-level a. After solving nonlinear
optimization problems (1), we have fuzzy reliability indices with reduced range of
uncertainty at each cut-level a.

2.3 NGABLT Technique

In NGABLT technique, first the failure rate (k) and repair time (s) of each com-
ponent of the system is extracted from various sources like available historical
records, logbooks, system analysts, etc. and integrated with expertise. Finally,
extracted data are imprecise and vague in nature due to the previously stated
reasons. To handle these uncertainties, fuzzy triangular numbers instead of crisp
numbers are used to incorporate the uncertainties in the analysis [1–3, 5]. In the
next step, reliability indices expressions are obtained with the help of fault tree
model of the system and expressions given in Tables 1 and 2. For complex
repairable industrial systems, these expressions are of non-linear in nature. So to
simplify the calculation process, each reliability index expression is to be
approximated by using ANN [13]. We are using a three layer ANN, different types
of transfer functions attached with input,hidden and output layers will be used
according to the nature of reliability indices.

For all the reliability indices, the transfer function used in the hidden layer is the
tan-sigmoidal function. Since the reliability and availability values are in between
0 and 1, we choose the transfer function for the output layer to be the log-
sigmoidal function. For other reliability indices (failure rate, repair time, MTBF
and ENOF), the transfer function of the output layer is the linear function [4, 14].
Training algorithm is used to minimize the output error by adjusting network
weights and biases. The standard backpropagation algorithm (gradient descent
algorithm) is used. The input signals are sent forward and then the errors are
propagated backward. The algorithm provides supervised learning with examples
of input-output pairs to train the network and begins with random weights and
biases, adjusted to minimize the errors. Once the training is complete, we have the
approximated system reliability indices expressions in the form of matrix of
weights attached with input, hidden and output layers of ANN [14].

After approximation of these reliability indices, fuzzified data (k
0s and s

0s) at cut
level a are used as input variables in the approximated reliability indices for
estimating these reliability indices at the same cut level a. The aim is that the
computed reliability indices in the form of fuzzy membership functions should
have optimized spread i.e. small range of prediction at each cut level a. In this
search process, a nonlinear optimization problem is formulated. To find the lower
and upper boundary values of any fuzzy reliability index at cut level a in the
process of membership function construction, we need to solve the nonlinear
optimization problems (1). Since the problem is nonlinear in nature and the
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function is approximated by ANN, so conventional methods are inadequate to
solve these nonlinear optimization problems. To solve the nonlinear optimization
problems (1), GA is used. After solving nonlinear optimization problem (1) for
each cut-level a by using GA, we have fuzzy reliability indices.

In the present analysis binary coded GA is used. To solve the nonlinear opti-

mization problems, system’s components’ failure rate (k
0sÞ and repair time (s

0s) are
encoded in strings of desired bit length l, that finally constitute a chromosome. The
objective function for maximization problem (1) while the reciprocal of the
objective function for minimization problem (1) are taken as the fitness function.
Roulette wheel selection criterion is employed to choose better fitted chromosomes.
One-point crossover and random point mutation are used in the present analysis. To
stop the optimization process maximum number of generations and change in
population fitness value are used. MATLAB 7.1 has been used for coding purpose.

3 Washing System Description

Here in a paper plat that comprises of subsystems namely chipping, feeding,
pulping, washing, screening, bleaching, production of paper and collection,
arranged in complex configuration is taken as a main system and the washing
subsystem, an important functionary part of the paper plant, as a subject of dis-
cussion [5, 7]. The system consists of four main subsystems, defined as:

• Filter (A). It consists of single unit which is used to drain black liquor from the
cooked pulp.

• Cleaners (B). In this subsystem three units of cleaners are arranged in parallel
configuration. Each unit may be used to clean the pulp by centrifugal action.
Failure of anyone will reduce the efficiency of the system as well as quality of
paper.

• Screeners (C). Herein two units of screeners are arranged in series. These are
used to remove oversized, uncooked and odd shaped fibers from pulp through
straining action. Failure of any one will cause the complete failure of the system.

• Deckers (D). Two units of deckers are arranged in parallel configuration. The
function f deckers is to reduce the blackness of pulp. Complete failure of decker
occurs when both the components will fail.

The fault tree model of the washing system is shown in Fig. 1.

4 Result and Discussion

Under the information extraction phase, the data related to failure rates (k
0s
i ) and

repair times (s
0s
i ) of the main components of the washing system is collected from

the present/historical records of the paper plant. The collected data is integrated
with expertise of maintenance personnel and is given in the Table 3.
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From the fault tree of the system,the minimal cut sets are f A g,
f B 1; B 2; B 3g, f C igi¼1;2 and f D 1; D 2g, obtained by using matrix method
[3]. Now, by making use of the Table1, the expressions for system failure rate (ks)
and repair time (ss) take the following forms.

ks ¼ k1 þ k5 þ k6 þ k2k3k4ðs2s3 þ s3s4 þ s2s4Þ þ k7k8ðs7 þ s8Þ

ss ¼
k1s1 þ k5s5 þ k6s6 þ k2k3k4s2s3s4 þ k7k8s7s8ð Þ

ks

Now using these expressions and Table 2, the system reliability indices
expressions are obtained. After that, FLT, GABLT and NGABLT techniques have
been applied to analyze the reliability of the system. The selected values of all the
parameters for GA and ANN for applying GABLT and NGABLT techniques are
given in Table 4. Following the basic steps of GABLT and NGABLT techniques,
the fuzzy reliability indices for mission time t ¼ 10(hrs) with left and right spreads
are computed and depicted graphically in Fig. 2 for �15 % spreads along with
FLT technique results. When NGABLT technique has been applied, the error
curves obtained during approximation of all the reliability indices by ANN are
plotted and shown in Fig. 3. The crisp and defuzzified values for all the three
techniques with �15, �25 and �60 % spreads are computed and tabulated in
Table 5. For defuzzification center of gravity method has been applied [15]. From
Table 5, it is evident that defuzzified values change with change of spread. For
example the failure rate of the system increases by 0.09, 0.18 and 6:36 % for FLT,
GABLT and NGABLT respectively, when spread changes from �15 to �25 %,

Fig. 1 Fault tree of washing
system

Table 3 Failure rate and
repair time data for washing
system

Component Failure rate(ki) Repair time(si)
(failures/h) (h)

Filter (i ¼ 1) 1� 10�3 3
Cleaners (i ¼ 2; 3; 4) 3� 10�3 2
Screeners (i ¼ 5; 6) 5� 10�3 3

Deckers (i ¼ 7; 8) 5� 10�3 3
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and it further increases by 0.54, 0.18 and 9:73 %, when spread changes from �25
to �60 %. From the results it is clear that the computed ranges of system reliability
parameters considering GABLT results have compressed range of prediction in
comparison of FLT technique results. On the other hand, computed ranges of
system reliability parameters considering NGABLT results sometime have
increased range of prediction (for failure rate, ENOF, reliability) and sometime

Table 4 GA and ANN parameters’ values to apply GABLT and NGABLT techniques for
washing system reliability analysis

Reliability GABLT NGABLT

indices Parameters for Parameters for Parameters for

GA ANN GA

Ps Pc Pm Ni Nd Nh Lr Ps Pc Pm Ni

Failure rate 160 0.8 0.006 60 100 17 0.005 160 0.85 0.02 70
Repair time 160 0.8 0.005 80 110 25 0.008 160 0.85 0.02 80
MTBF 160 0.8 0.004 60 110 28 0.005 160 0.85 0.03 90
ENOF 160 0.8 0.006 60 120 28 0.002 160 0.85 0.02 90
Availability 160 0.8 0.005 70 100 27 0.007 160 0.85 0.02 80
Reliability 160 0.8 0.005 80 100 25 0.005 160 0.85 0.02 80

Notations:
Ps population size, Pc prob. of crossover, Pm prob. of mutation, Ni no. of iterations
Nd no. of training data, Nh no. of hidden layers, Lr learning rate
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Fig. 2 Fuzzy reliability indices plots for washing system. a Failure rate, b repair time, c MTBF,
d ENOF, e availability, f reliability
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Fig. 3 Approximation error plots for washing system. a failure rate, b repair time, c MTBF,
d ENOF, e availability, f reliability

Table 5 Crisp and defuzzified values of reliability indices for washing system

Reliability Crisp Defuzzified values at (spread)

Indices �15 % �25 % �60 %

Failure rate 0.01115 FLT: 0.01116 0.01117 0.01123
GABLT: 0.01112 0.01114 0.01116

NGABLT: 0.01053 0.01120 0.01229
Repair time 2.97975 3.12411 3.39742 6.48681

2.98259 2.97592 2.95166
2.96894 2.93378 2.80893

MTBF 92.6632 93.8539 96.0905 120.012
93.3253 94.9451 112.433
92.2845 92.5887 117.395

ENOF 0.10892 0.10918 0.10970 0.11761
0.10917 0.10934 0.10956
0.10342 0.09789 0.09553

Availability 0.96880 0.96701 0.96354 0.92599
0.96867 0.96801 0.96757
0.96769 0.96877 0.96901

Reliability 0.89448 0.89451 0.89454 0.89482
0.89455 0.89472 0.89514
0.88763 0.89035 0.89333
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have reduced range of prediction (for repair time, MTBF, availability) in com-
parison of FLT results. It is observed that for washing system, NGABLT results do
not perform consistently well while GABLT performs well. This is due to the
errors involved in the approximation by ANN. Thus, it is inferred that if system
analysts use GABLT results, then they may have less range of prediction which
finally leads to more sound decisions.

5 Conclusion

In this chapter various reliability indices of a washing system have been computed
in the form of fuzzy membership functions by using FLT, GABLT and NGABLT
techniques. Depending upon the confidence level ‘a’, the analyst can predict the
behavior of the system. The defuzzified values of reliability indices for different
level of uncertainties with their crisp values have been computed and tabulated.
Based on the behavioral plots and the summary given in tabular form, the system
manager may analyze the critical behavior of the system and plan for suitable
maintenance. It is also observed from the analysis that GABLT performs consis-
tently well in comparison of NGABLT and FLT techniques. If system analysts use
GABLT results then they may predict the system behavior with more confidence.
However, NGABLT technique provides the flexibility of extension of its present
form in future for the systems’ whose components’ functional dependencies are
imprecisely known. These hybridized techniques can be applied to a wide range of
industrial systems for helping the reliability engineers to gain valuable information
and also to evaluate and implement various maintenance strategies.
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Abstract— Rapid growth in the field of ICT helps in basic aspects 
of mankind like- agriculture, education, healthcare etc. However, 
the moderate technical growth of ICT applications is confined to 
the community of a limited number of people, who live in digital 
pockets. The illiterate people like – farmer, shopkeeper etc. are 
unable to take the advantages of the ICT revolution. According 
to the UNESCO report, population of such people in the globe is 
64% who are unable to use the technology either language or 
technical barrier. Moreover the percentage (76%) must be 
increased in the context of developing countries. The essential 
agriculture information is very useful to a farmer for taking 
effective decision thus we proposed to develop an iconic interface 
which is integrated with speech based interaction in Indian 
languages.  The proposed interface is critically evaluated with the 
farmer from different states of India. The evaluation results 
proved the effectiveness of the proposed interface. 

Keywords- Information and comunication technology, human 
computer interaction, Internet, information retrieal, farming, 
Agriculture information system, iconic interface. 

I.  INTRODUCTION 
The availability and accessibility of information are the 

crucial points in taking the optimal decision at right time. 
Nowadays, advancement of ICT make possible to retrieve 
almost any information from the global repository (internet).  
The information in internet is primarily maintained in English. 
So, a large number of people are deprived from the benefit of 
internet due to technical and English language illiteracy. This 
scenario is very bad in developing country like India where 
nearly 76 % are English illiterate 1 . Moreover, a large 
percentage of the English literate people are also unable to find 
their exact need form the large database of internet due to lack 
of proficient knowledge in English. Indian farmers belong to 
such type of people who are not much sound in both technical 
as well as in English.  

So, they are unable to access required information on the 
farming life cycle, seed selection, pesticides, market price etc. 
from the internet. As a consequence, they are not capable to 
take optimal decisions at different stages of farming life cycle, 
which make huge impact on the farmer’s revenue.  As a result 
suicide rate has been increased rapidly among the Indian 
farming community2. According to the reports, those pathetic 
incidents are mainly happened due to the frustration that they 
are unable to pay their debts.  These types of situations create 
huge impact on the agriculture sector. Consequently, the focus 

                                                           
1 http://theviewspaper.net/illiteracy-in-india 
2 http://en.wikipedia.org/wiki/Farmers’_suicides_in_India 

of new generation is shifted from farming sector which will be 
threatening the near future in India. Our preliminary studies 
reveal that farmers require information at the right stage of the 
farming life cycle to take the right decisions [1]. However, 
farmers are unable to get this information from internet due to 
English language and technical illiteracy. Recently, some 
webpages like –Wikipedia, Indian Railway web page, etc. 
provide facility of internet access in many users’ language 
other than English by supporting UTF-8 encoding3. However, 
it is observed that information is not so useful to the people 
who are having poor knowledge on internet and web browsing 
[2]. Moreover, this type of attempt is meaningless for the 
illiterate people. A large number of people from the Indian 
farmer community are unable to read/write even their own 
mother tongue.  So, it is obvious that text based interface, 
instead of supporting farmer’s own language, are not able to 
provide the required information.  

The above mentioned scenario states that there is a 
requirement of alternative interaction technique(s). By 
considering this fact, Plauché et al. proposed a speech-driven 
agricultural query system for Tamil Nadu state of India [3]. 
However this work does not able to address the scenario of 
total India. Patel et al. designed an interactive voice application 
for small-scale farmers in Gujarat, India [4].  However, it does 
not provide a feature to search for specified content in the 
forum. There, user needs to answer the questions sequentially 
starting from the most recent question. User does not have the 
option to skip any question. Moreover, there is no guarantee of 
giving accurate answer, as the questions are answered by other 
users. Furthermore, this work is also confined to a particular 
area of India. In some recent efforts, expert system based text 
animation has been proposed for diagnosis of most common 
diseases occurring in Indian mango [5]. This work also uses 
picture based system alongwith the text query for easier 
understanding of the disease symptoms. Though, it is a good 
initiative for Indian farmer, but limited to a particular fruit. 
Another notable work was mobile based multimedia social 
networking platform – GappaGoshti for information and 
advice exchange, proposed by Lobo et al. [6]. Ramamritham et 
al. [7] design an online multilingual, multimedia based forum 
for common man of India. However, those forums and social 
networking platforms provide limited number of information as 
compared to the internet.  Moreover, quality of information 
may not be up to the mark, so illiterate people are unable to get 
any information from there. To overcome the limitation of 
illiteracy, Samanta et al. [2] proposed and multimodal interface 
for the Indian common man. However, the iconic module of 

                                                           
3 www.unicode.org 
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this work is not related to the agricultural domain. Other works 
[8, 9] also highlight the need of a systematic approach which is 
required to provide the precise information to farming 
community. Moreover, not only providing of the information to 
farmer, it is also essential to identify that how the farmers are 
motivated toward accessing the information [10]. 

All the aforementioned observations motivate us to conduct 
in depth research toward making an interface for Indian farmer 
community, which will be more useable, systematical, and 
needful for them irrespective of language and technical 
proficiency. Here, we propose an iconic interface integrated 
with a text to speech (TTS) engine to access the agricultural 
information from the internet’s global repository for Indian 
farmer community. Further, we also integrate a local repository 
with the interface to access urgent information without 
connecting the internet.             

The rest of the paper is organized as follows.  The proposed 
approach is elaborated in Section III. Section IV provides the 
system implementation details. The user testing results are 
discussed in Section V. Finally, Section VI concludes the paper 
with the future directions of the research.   

II. PROPOSED APPROACH 
In this section, we discuss our proposed methodology of 

our developed interface for the Indian farmer community to 
access the agricultural information from the global internet 
repository and store them into local repository. The architecture 
of the interface is illustrated in Fig. 1. It may be noted that 
developing search engine is not a part of our work. Here, we 
integrate the existing search engine (Google search engine) 
with our proposed interface called Krishi-Bharati. The detailed 
description of each module of our developed Krishi-Bharati 
interface is given into the following section.  

Fig. 1: Architecture of Krishi-Bharati Interface 

 

In the Krishi-Bharati interface, user can only interact with 
the system through icons and results back with their intended 
agricultural information in Indian language text and spoken 
forms both. To access the intended agricultural information 
from internet and local repository, users have to form proper 
query. The query is generated by selecting the corresponding 
icon(s) displayed in the interface. All the icons are displayed in 
hierarchical fashion to reduce the conceded visual search time 
during icon search. After selecting the icon(s), the icon to 
natural language generation module convert the selected 
icon(s) to text in Indian language. Then, keyword extractor 
module extracts the proper Indian language query string (key 
word) from that text.  However, illiterate users are unable to 
read the generated textual query. The interface has also 
integrates a text to speech system to provide the textual query 
in spoken from. User can be search into our local repository 
(data base) or internet’s global repository with the query string. 

In the case of local search, the returned Indian textual 
information are stored and are shown to the user by text content 
retriever module. However, illiterate users are unable to read 
that textual information. There also an alternative provision of 
speech base interaction for those language illiterate user. They 
can select text to speech module to listen to textual information 
in their own mother tongue. This module includes several tasks 
like addition of letter-to-sound and syllabification rules [11], 
selection of text corpus to be recorded [12] etc. to played the 
sound. On the other case of global search, the search query 
translates to English by the intervention of Indian language to 
English translator module. Then, the translated query goes to 
search engine for retrieve the webpages written in English. The 
retrieved information is stored into the webpage content 
retriever module. However, our English illiterate users are 
unable to collect their require information from the English 
pages. To address this limitation, Krishi-Bharati interface 
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translate pages in Indian language (Hindi) with the help of 
English to Indian language translator module. Here, the 
interface also has the similar text to speech synthesis provision 
for mother language illiterate user as discuss earlier.  

III. KRISHI-BHARATI INTERFACE IMPLETATION 
The above mentioned methodology was implemented in 

our Krishi -Bharati interface with C# in Visual Studio 2010.  In 
Krishi-Bharati interface user searches their agriculture related 
query through icons and gets the intended information in both 
textual and spoken form.  Here, we restrict our development to 
Hindi language by which all the resulting information are 
provided to the user. Hindi is the official language of India and 
the mother tongue for most of the people from northern, central 
and western part of India. The implementation detail of each 
module is given below.  

In the Krishi-Bharati interface, users can only access their 
intended agricultural information from internet and local 
repository through icon based interaction. For this, user has to 
select or click the proper icon shown in the interface. All icons 
are arranged in a hierarchical order. In first level of the 
hierarchy six different icons are shown to represent the seeds, 
vegetable, oil, fruit, flower and other product like jute, tea etc. 
respectively. After clicking or selecting any icon from the first 
level, second level of the hierarchy is opened on the basis of 
the selected icon of first level. Then, first label is got 
deactivated. As an example, we can say if we select vegetable 
in first level, then different vegetables are only shown in 
second level. Then, similarly third level is opened by selecting 
any particular icon from second level. This level consists of 
several related icon to the previous selecting icons and some 
general purpose icons like back, forward, delete etc. Moreover, 
it is also to be noted that all the icons of second and third level 
are to be arranged according to the accessing frequency.  The 
interface also provides a textual tooltip associate with each icon 
for easy understanding. 

 
Fig. 2: Krishi-Bharati Interface 

 
Fig. 3: Results return for local database search 

 
Fig. 4: Translated webpage in Hindi 

Then user’s selected icons to corresponding Hindi language 
text are generated as shown in Fig. 2. After that, users’ 
intended query string or keywords are extracted from that text. 
Moreover, here, the interface also provides a text to speech 
converter engine to listen the generated query string. Then the 
query string is fitted to the Google search engine or local 
repository according to the user’s choice. In the case of local 
search the query string as it is the search send to the local 
database and corresponding results are shown to the user in 
Hindi as shown in Fig. 3. On the other case, the search query is 
translated to the corresponding English language by employing 
Google translation engine and it is being fed to the Google 
search engine4. This process will return the snippets in English. 
Then, the returning results need to be translated in Hindi. In 
this process, the Krishi-Bharati interface extracts tag and text 
portion of web pages by maintaining index table and then sends 
the text portion to English to Hindi translation engine for 
translating. Here, we also use Google translation service5 for 
translating English to Hindi. After getting back the Hindi 
translated text, original English text is replaced by those Hindi 

                                                           
4 http://translate.google.com/#hi/en/ 
5 http://translate.google.com/#en/hi/ 
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text and painted to the web browser according to the index 
value. Next, relative web addresses will be changed to the 
absolute web address. Then, user will get the proper translated 
web page in Hindi acquiring their intended agricultural 
information as illustrate in Fig. 4.       

However, this Hindi page is not helpful to language 
illiterate user. In our context, there is a large number of users 
are illiterate. So, our Krishi-Bharati interface integrated with a 
text to speech engine to give the output in spoken form. Here, 
we use Festival6 text to speech engine. The configuration has 
been changed to obtain the support for Hindi. Here, user has to 
select some portion of the returning webpage and then that 
portion will be read out in Hindi by clicking the listen icon of 
the interface. It should be provide special help for getting the 
information to the illiterate user. 

IV. KRISHI-BHARATI INTERFACE EVALUATION 
Every user-centric design should be evaluated by the actual 

users to identify the usability, accessibility, user satisfaction 
etc. related issues. It also the evidence of how much 
significantly the proposed design fulfill the need of the targeted 
users. Here, our targeted users are the Indian farmer 
community, who are mostly digitally and English language 
illiterate and not also properly read write in their own mother 
language (Hindi).  

It is very difficult to evaluate any interface with the selected 
evaluator from all area of the Indian. In this evolutionary study, 
we restricted with users from different north Indian state like – 
Uttar Pradesh, Uttarakhand, Punjab, Haryana, and Himachal 
Pradesh. Though it is mentioned that, this type of user selection 
must cover with very much diversified agricultural products.  
As an example, the sates like Uttar Pradesh and Punjab are the 
excessively production area of Rice, Wheat, Sugarcane etc.7. In 
contradiction, Himachal Pradesh is famous for the apple8.  

In our evolutionary study, we select 64 (35 male and 29 
female) farmers from above mention states having diversified 
agricultural products. The age of the selected users varies from 
22 to 58 years. They also have different educational, social and 
financial background. They have different level of experience 
on the usage of computing systems and internet. The computer 
proficiency can be classified in four levels: (a) at least 3 years 
of experience with a computer; knowing basic application 
software and different common services provided via internet 
(Level 1); (b) 1 to 3 years’ experience and mainly familiar with 
application software like Microsoft Word, e-mail, and internet 
browsing (Level 2); (c) less than 1 year experience and very 
poor familiarity with computer-related tasks (Level 3); (d) 
never use computer (Level 4). The detail user characteristics of 
the selected user are shown in the Table 1.  

The empirical study is conducted in two sessions namely, 
training and testing. In training session, initially, brief 
introduction is given to the users. Then detail functionalities 

                                                           
6 http://www.cstr.ed.ac.uk/projects/festival 
7 http://civilsprep.in/major-crops-in-india-a-quick-review/ 
8 http://www.mapsofindia.com/indiaagriculture/fruits-map/apple-producing-
states.html 

are demonstrated to them. Finally, the interface is given to the 
each user for familiarization.  

After the completion of training session, testing session 
with the users is started. In this session, the Krishi-Bharati 
interface is given to the user for searching and acquiring their 
intended information related to agriculture. They also requested 
to use specific functionality like – search the price of paddy for 
current and previous year, pesticide requirement for potato, 
weather condition prerequisite for cultivating of apple etc. both 
from internet and local repository.  

TABLE 1: USER DESCRIPTION 

Age 
Group 

Educational 
Background 

Computer, 
Internet 
knowledge 

State wise number of user  Total 
number 
of user UP UK HR PB 

21-30 

Graduate Level 1 0 2 1 1 4

Higher 
Secondary Level 2 1 2 1 1 5 

Secondary Level 3 1 2 2 1 6

Primary Level 4 3 1 1 2 7

31-40 

Higher 
Secondary Level 3 1 1 0 1 3 

Secondary Level 3 0 1 0 2 3

Primary Level 4 2 0 1 1 4

Illiterate Level 4 3 2 2 1 8

41-50 

Secondary Level 4 0 0 1 1 2

Primary Level 4 1 1 1 1 4

Illiterate Level 4 3 1 2 1 7

>=51 
Primary Level 4 1 2 1 1 5

Illiterate Level 4 2 1 2 1 6

 

In this session, we find out that 77% of users are able to 
create proper query string (key word) and 72% of them are able 
to search the query in both internet and local repository. 
However, only 53% of them are able to find the proper 
information from the large information bank of internet. In 
contradiction, 67% are able to gather the required information 
from the local repository. This experimental results 
substantiated that underprivileged are not properly acquire the 
required information from internet even if their mother 
language textual or spoken form due to digital illiteracy.  

We also evaluate the usability issues of our developed 
Krishi-Bharati interface with those users. After the testing 
session over, a feedback form is also given to each user. The 
feedback form contains the questionnaires related to usability 
of the system. The list of those questionnaires is shown in the 
Table 2. Further, users are requested to evaluate the system on 
a liker scale; strongly agree (SA), agree (A), neutral (N), 
disagree (D) and strongly disagree (SD). Here, strongly agree 
(SA) to strongly disagree (SD) are the sequences for superior to 
inferior in the entire question list expect error proneness.  In 
case of error proneness, strongly disagree (SD) and strongly 
agree (SA) are the superior and inferior respectively. The user 
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response is depicted in Fig. 5. It is an evidence of the wide 
applicability, usability, needfulness and satisfaction of the 
developed interface. It is also convey the significant impact of 
this interface.  

TABLE II: INTERVIEW  QUESTIONS 

 

 
Fig 5. Results of users’ feedback 

V. CONCLUSION AND FUTURE WORK 
An interface (Krishi-Bharati) to accessing the agricultural 

information from the global repository of internet and the local 
repository has been proposed in this paper. The proposed 
interface is able to overcome the digital and language 
confinement of the Indian farmers by employing the multiple 
modes of interaction techniques. The empirical evaluation 
through large diversified users reveals that the Krishi-Bharati 
interface adequately caters the need of the user. It also be 
concluded that the proposed interface is very much usable, 
applicable in the desired context. At the current stage the 
Krishi-Bharati interface is limited to access the agricultural 
information in the context of Indian languages. However, it can 
be extended toward the agricultural context of any country in 
the world, which proves that the approach is generic.   

In future, we will extend the approach from large screen 
computing device to small screen mobile devices. Screen size 
and hardware issues need to be taken care properly. We also 
incorporate other different major Indian languages like- 
Bengali, Tamil, etc. with Krishi-Bharati interface.   
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1 Query generation from the iconic interface 

2 Searching agricultural queries from internet 

3 Searching agricultural queries from local repository  

4 Get the required information from internet 

5 Get the required information from local repository 

6 User satisfaction 

7 Over all usability  

8 Over all applicability 
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Abstract—Mass failures of slope, which includes movement in 
soil, rock, ice which cause a considerable damage to the natural 
habitat, environment, economy and other resources. Detection, 
monitoring and control are the three major issues regarding 
Real-Time applications. For a large scale detection of fault and 
monitoring the faults is one of the important applications that 
lead to advancement of many kind of technologies. In this paper 
A Land-Slide detection system is being developed at Bidholi 
(village), Dehradun, India, a region with high rainfall and 
versatile climatic behavior most of the year. Integrating Geo-
physical sensors forming a heterogeneous wireless network helps 
in identifying the fault and this paper also includes development, 
deployment (analysis) and data retrieval of the sensors 
information using WSN. 
Keywords: Wireless Sensor Network, Heterogeneous Networks, 
Landslide 

I. INTRODUCTION  
Wireless sensor networks have the capability of large scale 

sensor deployment and have the advantages of adaptability, 
easy maintenance, and low installation cost with scalability for 
different environmental scenarios [7], [14]. 

Disaster management of various environmental activities 
and detecting these conditions is one of the crucial parts that 
any technology should perform [1], [4], [11]. Real time 
environmental disaster detection and monitoring is one of the 
basic necessities of the world. Various technologies have been 
developed till now and wireless sensor networks are one of the 
technologies that can fulfill the requirement [15]. WSN has the 
capability of deploying in populated areas as well as data 
extraction and transmission is easy with low cost and low 
power consumption. 

This paper describes a novel design and basic 
implementation of land-slide detection and monitoring system 
with various geo-physical sensors forming a heterogeneous 
network (MOTE) and transmitting the data to a ground station 
[9]. 

II. REVIEW WORK 
WSN has its own area defined applications but then 

advancements in electronics industry paved improvement of 
WSN in various real-time and complex environment related 
applications. The Drought Forecast Alert System (DFAS) has 
been developed which uses mobile communication to alert 
public [9] and this system can also be deployed by using Wi-
Fi, satellite communication and also by internet. This paper 
uses ZigBee protocol and a 2.4GHZ RF module as 
communication medium [6]. 

Besides this system research has shown that sensor 

deployment is a basic requirement for any kind of fault 
detection system [7], monitoring can be achieved by using 
other techniques like remote sensing, GPS technology; 
automated terrestrial surveys and so on can also be used as an 
individual unit or in a combination to achieve the requirement. 

In this paper, with the basic information gathered the 
deployment of heterogeneous network is being discussed. The 
ease of implementation, low power consumption, minimal 
maintenance cost paved for turning views to Wireless Sensor 
Network [8]. This paper includes about the electronic node 
designing using controller and its interface with various geo-
physical sensors, software development with proteus (trial 
version) model. 

III. LAND SLIDES 
Gravity, soil moisture and climatic conditions determine the 
strength of the land. If due to any of these conditions the sand 
and rock of certain level deviates from its own state leading to 
slide [2].  Land sliding in general described as down sliding of 
rock, soil and organic material due to various parameters 
under the influence of gravity [4].  
Various external parameters like environment issues and other 
problems also affect the strength of the land: 
A. Earth quakes: which produce shock and vibrations forms 

a significant factor in some hill areas.   
B. Construction: heavy industries and building constructions 

need big foundations which create internal vibrations.   
C. Rainfall: intense or heavy rainfall prone areas will always 

be in danger of land-slides especially hilly areas.   
D. Under-Ground Constructions: human activities including 

various transportation constructions like roadways and 
railways leading to steam erosions, heat wave actions.  

 
These are some of the contributing factors leading to land-
slides. Once the land-slide took place the material starts 
sliding from various mechanisms like falling, sliding and 
flowing [3], [8]. Land-slides vary with respect to the 
following properties: 

 
A. Rate of Movement: range of rate of movement varies 

from millimeters/year (slow creep) and meters/year (fast).   
B. Type of Material: bedrock, unconsolidated sediment and 

organic debris are the basic composition of the land-
slide.   

C. Nature of Movement: sliding, slumping, falling and 
flowing.  

149978-1-4799-2572-8/14/$31.00 c©2014 IEEE



     In India land-slides mainly happens especially due to 
heavy rainfall which leads to considerable loss of life, 
communication damage, damage to agricultural and forest 
lands. The annual loss sometimes even crossed around $400 
million [18]. Most repeatedly at north-eastern region 
including Himalayan region and a section of Western Ghats 
including Vindhya mountain range has a significant problem 
of land-slide [21]. 

IV. SENSORS 
     This paper mainly intends to stress on land-slides due to 
heavy rainfall. Due to heavy rainfall, water infiltration due to 
rain on the slopes of the land causes instability leading to 
reduction in the factor of safety. Due to reduced factor of 
safety the following physical properties has a significant 
affect: 
1. Water level height 
2. Pressure variation 
3. Reduced shear strength, which holds the soil or rock 
4. Increase in soil weight leading to increase in soil’s angle 

of repose.  

If the rainfall is heavy for a certain period of time then 
hydraulic conductivity takes place at the slope and soil runoff. 
Based on the above property changes there occurs degradation 
of initial slope leading to transport of subsequent material and 
then the transported material is deposited by sliding [19].  
 
  

 
 

Fig 1: soil conductivity 
     Pore pressure and soil moisture are the two parameters that 
will increase due to high rainfall. In order to monitor them we 
require geo-physical sensors for detecting pressure using pore 
pressure sensor and moisture using dielectric moisture content 
transducer with a warning system. So this system includes 
pore pressure and moisture content sensor for monitoring in-
site geophysical measurements.  
      Secondary conditions include slope failure, when this 
happens gradient of the slope change with vibrations so this 
monitoring is necessary and system should be effective to 
issue a warning immediately in severe failure or damage. To 
calibrate the slope movement and amount of slope gradient 
change should be measured which can be achieved using 
strain gauge, tilt sensor.  
      Along with this system another sensor for calibrating the 
vibrations are necessary with change in the seismic activity 
inside. Geo-phone is used as the source for analyzing the 
seismic activity and vibrations. 

a) Geophone: a device which converts the ground 
displacement or movement into some voltage which may be 
recorded at a ground station for monitoring. 
 

 
 

       Fig 2: mechanical geophone 
 

      Under fault conditions if the measured voltage is more 
than normally measured then that responses are called ‘seismic 

response’ and this can be collected for analyzing the structure 
of earth under various dependent conditions [17]. The 
geophone works with normal operating voltage of 30V and 
ground activities can be collected for every 30V change in 
voltage variation. But this is hard to design a NODE with this 
mechanical sensor forming a heterogeneous network for this 
condition we can use ‘seismometer’ on behalf of geophone 
which can fulfill the purpose. Thus this modification of 
geophone to seismometer converts the entire heterogeneous 
model into a ‘smart NODE’ which has even better advantage 
of direct interfacing with the controller based on requirement. 
     Deployment of this sensor is extended to maximum depth 
of 0.5 to 1.8 mts. 

b) Pore Pressure Sensor: this sensor refers to the 
pressure of underground water during high rain conditions and 
even normal conditions held with in the soil. 

 
 
 
 
 
 
 
 
 

Fig 3: pressure sensor 
 

This sensor mainly helps in to calculate the stress state of the 
ground with regarding to the soil mechanics. 

c) Dielectric Soil Moisture Sensor: they determine the 
amount of moisture content by measuring the dielectric 
constant of the soil. 

 
 
 
 
 
 

 
Fig 4: moisture sensor 

     The constant value for the dry soil is around 3 to 5, 80% for 
water and about one for air. Thus the changes in moisture 
content cause a substantial change in the moisture content 
value of the soil. Range of moisture content of 176 gms of 
water level of 1kg i.e., 28% to 46% for stability. 
     Deployment of this sensor is extended to maximum depth 
of 0.8 to 5.5 mts. 

d) Strain Guage: strain is the deformation due to 
applied force i.e., the frictional change due to physical 
pressure leads to deformation in length. 
     Deployment of this sensor is extended to maximum depth 
of 5.5 to 6.8 mts. 

 
 
 
 
 
 

Fig 5: strain gauge 
e) Tilt Sensor: can measure the tilting angle in two 

directional references. Accelerometer is the reference tilt 
sensor with ground variation. 

 

Slope 
failure 

Degradation of 
slope  

Flowing of 
material 
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Fig 6: tilt sensor 

With the help of these sensors once the moisture, pressure, 
tilt is calibrated then requirement of soil deformation can be 
estimated. 

Sensor Output type Signal pre-
processing 

Strain gauge 
piezometer 

Dual wire 
analog 

Level shifting 
amlification 

Vibrating wire 
piezometer 

RS-232 data 
logger 

None 

Di-electric 
moisture 
sensor 

Single wire 
analog 

None 

Tiltmeter Single wire 
analog 

Voltage 
reducction, 

Amplification 
Geophone Dual wire 

analog 
Level shifting, 
Amplification 

Table 1: Interfacing Circuit Requirement 

V. HARDWARE DESCRIPTION 
To design the system of our requirement a NODE should be 

fabricated with a controller as a ‘master node’ for collecting 
the sensor data and transmitting the obtained data to the 
‘receiving station’ with some intermediate nodes as middle 
layer transmitting medium, where the entire network leading 
to a WSN. 

The detail descriptions of controller along with sensors 
were discussed here. 

a) Controller: (ATMEGA16)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 7: ATMEGA 16 controller 
     This advanced RISC architecture of ATMEGA16 has a 
throughput up to 16 MIPS with an on-chip 2 cycle multiplier 
and high endurance volatile memory which has an advantage 
of asynchronous data retrieval and transmission much faster 
and the pin configuration resembles the number of ADC, 
TIMER, USART, SPI and I2C configured pins which can be 

sufficient for developing such heterogeneous NODE or by 
using MEMS sensors forming a ‘smart node’. 

b) MAX232:  
 
 
 
 
 
 
 
 
 

 
Fig 8: MAX-232 

USART (Universal Synchronous Asynchronous Receiver 
Transmitter) is a communication protocol for transmitting the 
data between the and to control station. The internal RS-232 
logic helps in creating the path by maintaining frequency and 
baud-rate. 

c)  2.4 GHZ Receiver Transmitter Stations (ZIGBEE): 
Wireless transmission can be achieved by a device which 

can facilitate the signal trans-receiving. This 2.4GHz 
frequency is un-pain frequency for general purpose as well as 
educational purpose. This can be further developed by 
integrating ETHERNET service along with zigbee for 
optimum data conversion and transmission. The size of the 
module is so small which can be easily portable for this 
application. 

 
 
 
 
 
 
 

 
Fig 9: ZIGBEE module 

WHY ZIGBEE: there were many wireless modules 
available in the market, but the low cost, high transmission 
range capability, ease of interfacing and low power 
consumption with regarding to NODE turns the views of the 
project to use the ZIGBEE module as a medium of 
communication. 

d) Power Supply: Any NODE or any controller circuit 
requires power supply based on the requirement. For this 
NODE a battery can be used for fulfilling the requirement or 
an on-board power supply with a bridge rectifier circuit can be 
used for this purpose, which converts the AC supply to 12V 
DC supply and then 5V DC for running the controller, even 
for some sensors which require 5V as their operating voltage. 

For this purpose an on-board power supply is being 
developed which supply electrical signals to run the circuit. 
This bridge rectifier converts the AC to DC. All the controller 
components and sensors use 5V, 500ma DC as the source for 
power supply. But some sensors like pore pressure and strain 
gauge transducer requires 12V requirement. So the bridge 
circuit developed in requires the fulfillment of both the power 
circuit at same time and a 9V-0-9V battery can be used as a 
source of power supply. 
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VI. NODE FABRICATION 
Deployment of node is at bidholi/bidhauli, Dehradun. Node 

fabrication and data extractions are one issue, and then the 
problem is due to communication difference between the 
source and destination nodes. To achieve this, the node is 
being establishment at four different locations, each of 0.3 
kms distant, which can easily transmit the monitored 
information without any packet loss while transmitting. 
Receiver node is established at University of Petroleum and 
Energy studies, which is 1.00 kms from the transmitter node. 

 
   Fig 10: Node establishment location 

Transmitter Node is the master node that will control all 
the sensor information that is being gathered through various 
sensors and transmits to the data to the Receiver Node across 
two intermediate nodes that helps in efficient transmitting of 
the gathered data without any missing information. 
A. TRANSMITTER NODE: 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

 
Transmitter node consists of 3 controllers (1-ATMEGA16 

and 2-Atmega8) which are connected by SPI mode where the 
5 sensors were interfaced with 2 atmega8 (slaves) controllers 
and the atmega16 (master) will be gathering the information 

from both the slave nodes and transmit the information using 
ZIGBEE and as well compare the obtained values with stored 
values, that helps in stability and time with respect to rate of 
change. 
B. RECEIVER NODE: 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

 
     The flow chart developed above only explains how the 
information is transmitted by the Transmitter Node to the 
Receiver Node and receiving end analysis. Intermediate nodes 
Node1 and Node2 comprises communication module (zigbee) 
and acts as Trans/Receiver Nodes. 
C. VIRTUAL ANALYSIS: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

        Fig 11: transmitter node 

 
          Fig 12: receiver node (control station node) 
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VII. ALGORITHM 
Master controller will be interfaced with two other 

controllers that can communicate among them, which gathers 
the information. Moisture content, change in pressure w.r.t, 
strain induced will be continuously monitored, if any pressure 
varies due to change in moisture content then geophone 
gathers information about the vibrations that occurs internally 
and tilt sensor will check for any land movement and amount 
of deflection from the normal position. This data will be sent 
to the nearby node for further processing and to take 
precautionary steps. The algorithm below explains the 
monitoring. 

 
 

 

VIII. RESULTS 
Geophone No Damping With damping
calibration ratio ratio
constants   

Vstep 0.998 2.961
Frequency f 0.6276 hz 1.1462 hz

Output of humidity sensor in serial monitor is 
H:058 T:024 

The above means Relative Humidity is 58% and 
Temperature is 24 degrees Celsius. Interpretation of 
above data is in 13 bytes is represented by 

Byte Hex Char Details
1 0A \n New line character
2 48 H Fixed character H
3 3A : Fixed character
4 30 0 Humidity char hundreds
5 35 5 Humidity char Tens
6 38 8 Humidity char ones
7 20 “ space
8 54 T Fixed Character T
9 3A : Fixed Character

10 30 0 Temperature char Hundreds
11 32 2 Temperature char Tens
12 34 4 Temperature char ones
13 0D ” space

When there exist some vibrations in ground then the 
geophone calibrates the error between the damping and 
non-damping ratio then due to this seismic activity there 
might be a chance of sliding, so geophone will be 
continuously monitor along with the moisture sensor. 

IX. CONCLUSION AND FUTURESCOPE 
The deployed node has an advantage of obtaining 

optimum results with minimum cost and even more 
compatible for expanding with other communication 
devices for even more fast responses. The only problem 
arises with the serial communication between the 
controllers which might decrease the processing speed. 

In general case Asia is the most affected continent 
due to land-slides and among Asian countries India one 
of the countries most affected with. About 25% of India’s 
land mass (0.82 million square kilometers) is prone to 
land-slides. By use of Wireless Sensor Network any 
mechanical or geo-physical sensor can be interfaced 
easily for protection of our on livelihood as well as 
nation’s wealth. This paper discussed a proto-model of 
NODE design for ‘Land-Slide Monitoring’ which of 
great importance especially in heavy rainfall and hilly 
areas. The WSN deployment leads to access many of the 
sensor information and by using Ethernet, Wi-Fi, Satellite 
or any other wireless protocol the danger intimation can 
be passed to the nearby villages and to the government 
officials. 
     The Data Acquisition System at the control station is 

equipped with all the necessary protection equipment for all 
necessary measures which can be easy for the officials to take 
necessary steps for disaster protection. 
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Abstract— Service implementation isto transmit customer data 
across service provider network & to transmit these services 
through MPLS or GRE tunnel so that each customer and services 
get separate path to travel . The way services gets implemented in 
L3 VPN is different in different routers. Here we had study the 
different way the services gets implemented in different routers. 

 

Keywords-MPLS, VPN ,VRF , LER, LSR 

I.  INTRODUCTION  
Historically, telecommunications service providers have 
deployed completely separate network to provide different type 
of services, such as time division multiplexing (TDM) 
technologies for real- time voice, Frame Relay and ATM for 
private network services with specific service levels  and IP for  
best effort data services. 
Factors that influence service providers to evolve to single 
network infrastructure that support delivery of wide range of 
telecommunication services are high cost of maintaining & 
operating discrete legacy network, service provider desire to 
continue to support high revenue legacy services like frame. 
relay& TDM, consumer demand for new services like wireless 
data & streaming videos, demand for high bandwidth services 
at decreasing prices. 
Virtual private network (VPN) is a network in which a service 
provider shared infrastructure is used to provide private 
services to its customers. It is known as virtual private 
network as it donot require physical seperation hence logical 
and hence known as virtual & private in the sense that 
customer can maintain their own addressing & routing 
schemes fully independent of & transparent to other customer. 
A service is a logical globally unique entity that provides a 
uniform, end-to-end configuration, management & billing 
model for provisioning either internet or VPN connectivity 
between customer access points ; which can be either local or 
distributed. 
There are different types of routers used for services specific 
functions in a network, they are as: 
Service router which function as PE router in a service 
network. It is a scalable, full function IP/MPLS router that 
support full range of services types & customers. 
Access routers support low speed internet access services & 
used for low bandwidth. 

Core or provider routers support high speed interfaces & are 
primarily designed to provide the capacity for forwarding 
larger quantity of data. They are connected to other Provider 
Edge or Provider routers. Routing protocol run for purpose of 
internal routing in provider core in these routers. 
Layer 3 VPN connect multiple sites in a routed domain over 
provider managed IP/MPLS network. Each layer 3 VPN 
consists of a set of customers sites connected to one or more 
PE routers. Each associated router maintain a separate IP 
forwarding table for each L3 VPN. 
L3 VPN have advantages like sites are connected to private 
routed network administered by the service provider for that 
customer only, separate & independent IP address plan for L3 
VPN, L3 VPN can operate over single local site or over 
multiple geographically dispersed site. 
Services is to transmit customer data across service provider 
network & to transmit these services through MPLS or GRE 
tunnel. Separate tunnels are created for different services. 
When MPLS tunnels is used, customer data is encapsulated 
with two MPLS labels, an outer transport label & an inner 
service label. Label Switch Path (LSP) tunnel are used to 
transport traffic. Transport tunnel LSPs are identified by 
MPLS labels that are swapped at each intermediate router, 
also known as transit LSR. The service label or VC label is 
used to identify which service or customer owns the packet. 
For GRE encapsulation tunnel IP header is used, where source 
IP address is the local PE router and the destination IP address 
is the far end PE router. Even though GRE is used for 
transport, an MPLS service label still exists so that far end PE 
can be demultiplex the service correctly.Thus, the outer IP 
header is used for forwarding the packet through service 
provider network and IP header is not swapped at each router 
as in MPLS tunnel.Signaling protocol use label distribution 
protocol(LDP) and/or Resource reservation protocol-Traffic 
engineering (RSVP-TE) to set up LSPs, which can be used for 
various service  tunnel. 
Service label are used to encapsulate and identify customer 
traffic belonging to a particular service. This label is applied to 
the customer traffic before the transport label is applied. T-
LDP (targeted LDP ) is protocol used for signaling transport 
label with few additional capabilities added. Multiprotocol- 
border gateway protocol (MP-BGP) protocol is used to 
exchange customer routes across L3 VPN. The BGP updates 
also include a label for these routes 
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   Fig. 1 
 

Service implementation in different routers 
Services implementation is different in different routers like 
REDACK routers , ZTE routers , ALCATEL router , CISCO 
router and JUNIPER router. Here the service implementation  
is studied in different routers.  
In routers we create Layer 3 VPN for different service 
implementation , customer service description is created for 
Layer 3 VPN customer .Layer 3 VPN service instance is 
created using auto-bind LDP for the transport tunnel. 
Assigning a router ID, route-distinguisher and route target to 
the Layer 3 VPN. Customer interface is created in the layer 
3VPN instance and assign a provider edge or customer edge  
port to interface. Different VLAN id can be used for different 
customer at customer edge router with port configuration. IP 
address is configured on service interface ,enable layer 3 VPN 
service instance. 
 

Service implementation in redback router  
It is done by making different context and assigning the 
interfaces under particular context carrying that particular 
service. One interface can carry more thanone service so can 
be assign in more than one context. 
service multiple-contexts 
! 
service inter-context routing 
! 
context local 
!  
ip address 10.0.4.177/32 
logging console 
! 
context CN_CONTEXT vpn-rd 65000:1 
 
! 
interface RNC_IuCS_01 
description RNC IUCS User Traffic 
ip address 10.10.10.2/28 
vrrp 21 backup 
virtual-address 10.10.10.3 
advertise-interval millisecond 300 

priority 100 
preempt hold-time 90 
! 
 
context CPC_OM vpn-rd 65000:06 
!  
noip domain-lookup 
! 
interface Mur 
 ip address 10.31.219.99/28 
 description RNC O&M Connectivity 
 vrrp 109 backup 
 virtual address 10.31.219.97 
 priority 100 
 advertise-interval millisecond 300 
 prempt hold-time 90 
! 
 

Service implementation in ZTE router  
VRFare created for different service implementation in 
following manner: 
 
interface gei-0/2/0/7.1 
ipvrf forwarding Signal 
ip address 10.10.10.1 255.255.255.240 
! 
interface gei-0/2/0/7.2 
ipvrf forwarding Media 
ip address 10.10.10.2 255.255.255.240 
! 
interface loopback11 
ipvrf forwarding Signal 
ip address 10.10.10.3 255.255.255.240 
! 
interface loopback12 
ipvrf forwarding Media 
ip address 10.10.10.4 255.255.255.240 
! 
address-family ipv4 vrf Signal 
redistribute connected 
redistributeospf-ext 11 
redistributeospf-int 11 
  $ 
 
address-family ipv4 vrf Media 
redistribute connected 
redistributeospf-int 12 
redistributeospf-ext 12 
 

Service implementation in CISCO routers 
It is implemented by creating VRF for different customers 
having services in following manner : 
ipvrf cutomer1 
rd 100:1 
route-target both 1:100 
int f0/0 
ipvrf forwarding customer 
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ip address 10.10.10.10 255.255.255.0 
 
ipvrf cutomer2 
rd 100:1 
route-target both 1:100 
int f0/0 
ipvrf forwarding customer 
ip address 10.10.10.11 255.255.255.0 
 

service implementation inalcatel router 
Thisis implementation through creating VPRN creating 
different customer with different identityand run services in 
that services in following manner : 
configure service 
customer 10 create 
description "customer1" 
router id 10.10.10.10 
route- distinguisher 100:1 
vrf-target 100:1 
auto-bindldp 
exit 
 
configure service 
customer 20 create 
description "customer2" 
router id 10.10.10.11 
auto-bind ldp 
exit 
 

Service implementatioin juniper router 
It is implemented in following manner: 
set interfaces ge-2/0/1 description "EoSDH connectivity with 
Surat SR1" 
set interfaces ge-2/0/1 per-unit-scheduler 
set interfaces ge-2/0/1 vlan-tagging 
set interfaces ge-2/0/1 unit 2555 description "EoSDH 
connectivity with Surat SR1" 
set interfaces ge-2/0/1 unit 2555 vlan-id 2555 
set interfaces ge-2/0/1 unit 2555 family inet address 
10.129.22.37/30 
set interfaces ge-2/0/1 unit 2555 family mpls 
 
 
set interfaces ge-3/1/3 description "EoSDH connectivity with 
Vadodara SR1" 
set interfaces ge-3/1/3 per-unit-scheduler 
set interfaces ge-3/1/3 vlan-tagging 
set interfaces ge-3/1/3 unit 2559 description "EoSDH 
connectivity with Vadodara SR1" 
set interfaces ge-3/1/3 unit 2559 vlan-id 2559 
set interfaces ge-3/1/3 unit 2559 family inet address 
10.129.22.69/30 
set interfaces ge-3/1/3 unit 2559 family mpls 
 

set protocols rsvp graceful-restart maximum-helper-restart-
time 300 
set protocols rsvp graceful-restart maximum-helper-recovery-
time 400 
set protocols rsvp refresh-time 60 
set protocols rsvp interface ge-2/0/1    
    
set protocols rsvp interface lo0.0 
set protocols rsvp interface ge-3/1/3 
set protocols rsvp interface lo0.0 
 
set protocols mpls label-switched-path router1-router2 to 
10.129.16.2    
set protocols mpls label-switched-path router1-router2 ldp-
tunneling 
set protocols mpls label-switched-path router1-router2 least-
fill 
set protocols mpls label-switched-path router1-router2 fast-
reroute 
set protocols mpls path router1-router2_Pri 10.10.10.45 strict 
set protocols mpls path router1-router2_Sec 

 
Conclusion 

The service implementation is done for different services to be 
executed over same link with different routes tagged for 
different services. The ways the services implementated is 
different in different routers. The study of these 
implementation is studied over here. The practical 
implementation in different routers like cisco, alcatel, ZTE , 
Red back and juniper is done . 
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ABSTRACT: In this article, chaotic behavior of a double pendulum (DP) is studied numerically by varying its mass and 

length. The results are analyzed using time series plot, Poincare map and Lyapunov exponent plot. It is observed that the 

chaotic tendency of the DP increases with mass and length. However, both pendulums of the DP have varying effect on the 

Lyapunov exponent. The significance of the present study in the optimization and control of the dynamical systems based on 

the DP is also discussed. 

Keywords: Chaos, Double Pendulum, Time series, Poincare Map, Lyapunov exponent 

1. INTRODUCTION

A double pendulum (DP) is an interesting dynamical 

system since it shows chaotic motion (Baker and Gollub, 

1990, Ohlhoff and Richter, 2006). Notably, experimental 

and numerical studies have been carried out of such a 

system considering the change in initial value of amplitude 

and angular velocity of the double pendulum (DP) (Baker 

and Gollub, 1990). It is observed that a DP shows periodic 

behaviour at low energy, transforms to quasi-periodicity at 

intermediate energy level and chaos at higher energy level 

finally again periodic motion as energy of the system 

increases further (Nunna, 2009).  Despite significant study 

on the chaotic dynamics of the DP, there is no reported 

study in literature how the mass and length of a DP 

influences its chaotic behavior. Such a study is important 

from controlling and optimizing dynamical systems based 

on double pendulum for instance double arm robots 

(Behera and Kar, 2009). Chaos is a physical phenomenon 

in which a dynamical system shows random motion and 

the results depends on initial conditions (Baker and 

Gollub, 1990). Chaos is basically a manifestation of non-

linearity in the dynamical system. However, all non-linear 

systems do not show chaotic behaviour. A condition for 

chaos is that the differential equations governing the 

dynamical system should contain non-linear terms. 

Moreover, it should be expressible in at least three or more 

phase variables(Baker and Gollub,1990). Lyapunov 

exponent is generally used to characterize the chaos of a 

dynamical system. For instance, if the average value of 

Lyapunov exponent is negative then the system is non 

chaotic. However, if Lyapunov exponent positive,  then it 

shows chaos. Linear stability analysis of the DP shows that 

its two natural frequencies depend on mass and length of 

each pendulum in the system (Ohlhoff and Richter, 2006). 

Further it is to be noted that natural frequency of a 

pendulum also depends on the initial conditions of 

oscillation for instance amplitude.  

Figure 1 presents the schematic sketch of double pendulum 

in a plane. Upper end of the top pendulum is pivoted to a 

fixed point while the lower  end of the same is connect 

with the top end  of the bottom pendulum.Mass and arm 

length of the both pendulum were changed in the 

numerical simulation in the present study. Moreover, mass 

of the each pendulum is concentrated at the end in the 

form of solid sphere and also arm of each pendulum is 

considered to be massless (Fig.1). 

 

Figure 1: Schematic sketch of double pendulum under free 

oscillation. 

Further 
1

m ,
2

m ,
1

l ,
2

l ,
1

 and 
2

   are the mass, length and 

angular displacement of the top and bottom pendulum 

respectively.  
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2. MODELLING OF DOUBLE PENDULUM 

A similar procedure  is followed to derive the system of 

non-linear equation as reported  in the reference ( Nunna, 

2009). Assuming the pivot point as the origin of the 

coordination system with the horizontal (x-axis) and the 

vertical (y-axis). The DP is assumed to be located in the 

fourth quadrant of the coordinate system. The coordinate 

position of top and bottom pendulum is given by 

 1 1 1
sinx l  ,  1 1 1

cosy l   ,    1 1 1 2 2
sin sinx l l   , 

   1 1 1 2 2
cos cosy l l    . And the   corresponding 

angular velocity is given by the equations  1 1 1 1
cosx l    

,  1 1 2 2
siny l   ,    1 1 1 1 2 2 2

cos cosx l l     ,

   1 1 1 1 2 2 2
sin siny l l     . 

 Kinetic energy of the double pendulum in Fig.1 is given 

by the following equation 

2 2 2 2

2 1 2 1 1 2 2 2 2 1 2 1 2 1 2

1 1
( ) ( ) cos( )

2 2
K m m l m l m l l          (

1)              

And the potential energy is 

2 1 2 1 1 2 2 2
( ) cos cosV m m gl m gl                     (2)

                     

The Lagrangian 
2 2 2

-L K V  of two simply connected 

pendulums (Fig.1) is given by the following equation 

2 2 2 2

2 1 2 1 1 2 2 2

2 1 2 1 2 1 2 1 2 1 1

2 2 2

1 1
( )

2 2

cos( ) ( ) cos

cos

L m m l m l

m l l m m gl

m gl

 

    



   

  



                    

(3)     

Further modifying the above equations: 

2

1 2 1 1 2 1 2 2 1 2

2

2 1 2 2 1 2 1 2 1 1

( ) cos( )

sin( ) ( ) sin 0

m m l m l l

m l l m m gl

   

   

  

    
   (4)              

           

2 2

2 2 2 2 1 2 1 1 2 2 1 2 1 1 2

2 2 2

cos( ) sin( )

sin 0

m l m l l m l l

m gl

      



   

 
  (5)

                                                                                                                                                                          

Converting into non-dimensional form of above equations 

4& 5. 

2

1 2 /12 2 /1 2 1 2 2 /12 2 /1 2 1 2

1

1 1

cos( ) sin( )

sin( ) 0

m l m l

gl

      




   

 
    (6)

                            
2

2 1/ 2 1 1 2 1/ 2 1 1 2

1

2 2

cos( ) sin( )

sin( ) 0

l l

gl

      




   

 
        (7)

          

Where 
2 /12 2 1 2

( )m m m m   and length of arm of the 

pendulum is 
2 / 1 2 1

l l l  and
1 / 2 1 2

l l l . And the equation 

of momenta 
i

p  of the DP is given by   
2i i

p L       

where 1 and 2i   

2

1 1 2 1 1 2 1 2 2 1 2
( ) cos( )p m m l m l l                             

(8)                                                                                                              

2

2 2 2 2 2 1 2 1 1 2
cos( )p m l m l l                               

(9)                                                                                                                        

And the Hamiltonian 
2 2 2

H K V   of the DP is given by 

2 2 2 2

2 1 2 1 1 2 2 2 2 1 2 1 2 1 2

1 2 1 1 2 2 2

1 1
( ) cos( )

2 2

( ) cos cos

H m m l m l m l l

m m gl m gl

     

 

    

  

(1

0)                                     

   

Above differential equations (6&7) were solved 

numerically in MATLAB using ode45 by following the 

procedures similar to the given in the reference 1. All 

simulations were carried out for a fixed initial condition 

i.e., 
1 2 1 2

( , , , )p p  = (0.2, 0.2828, 0, 0) . Time series of 

angular velocity of the two pendulum, Poincare map and 

the average value of Lyapunov exponent are plotted to 

understand the mass and length dependent chaotic 

behavior of the DP(wolf and Swift, 1985,Zaki and Noah 

2002). Poincare map (section) i.e., 
1 1

( , )p  was generated 

for the top pendulum under the condition
2

sin( ) 0   and 

2
0  (Rosa Nunna,2009). The results are discussed in 

next section.  

3. RESULTS AND DISCUSSION 

Fig.2 presents the plots concerning the time series (angular 

velocity), Poincare map and Lyapunov exponent 

for
1

1.0  kgm  ,
2

1.0 kgm  , 
1

1.0  m l  and 
2

1.0  ml   

and the Hamiltonian  energy 28.62JE   .  It is obvious 

from the plot (a) in Fig.2 that angular velocity of both 

pendula is periodic and both are in phase.  Moreover, 
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corresponding Poincare map is also regular as evident in 

plot (b) of the same Fig.2. Also the average Lyapunov 

exponent e  is found to be 0.1607e    which is negative. 

As mentioned earlier, dynamical system with negative 

exponent does not show the chaotic motion. 

 

 

Fig.2 presents (a) Time series (b) Poincare map (c) 

Lyapunov exponent for
1

1m  ,
2

1m  , 
1

1l  and 
2

1l  , 

Hamiltonian 28.62E   . 

It is now mass of the top pendulum is increased to 
1

5m   

while other parameters were considered the same as 

earlier. Now the energy corresponding to Hamiltonian 

increased to 67.04E   . Time series plot of angular 

velocity of the plot (a) of Fig.3 show that the motion is 

now quasi-periodic as there are two time period in the 

motion.  And the corresponding Poincare map shows to be 

regular but with large area of null. The average Lyapunov 

exponent 0.1086e   . This value of e is larger than in 

Fig.1. Thus it may be concluded that chaotic tendency of 

the DP increased with mass of the top pendulum. 

 

 

Fig.3 presents (a) Time series (b) Poincare map (c) 

Lyapunov exponent for
1

5m  ,
2

1m  , 
1

1l  and 
2

1l  , 

Hamiltonian 67.04E   . 

Now in case of change in magnitude of the mass of the 

bottom pendulum i.e.,
2

5m  , the time series plot (a) in 

Fig.5 shows that the top pendulum is showing period 

oscillation while the bottom pendulum is random. The 

value of average Lyapunov exponent is 0.0399e  . As 

noted earlier that positive value of the average Lyapunov 

exponent results in chaotic oscillations. The chaotic 

behavior is also clear in plot (b) of Fig.4. It may be 

concluded that the bottom makes the DP more chaotic than 

the top pendulum. 
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Fig.4 presents (a) Time series (b) Poincare map (c) 

Lyapunov exponent for 
1

1m  ,
2

5m  , 
1

1l  and 
2

1l   

for Hamiltonian 104.68E   . 

Motivated from the above study, it becomes interesting to 

know how arm length of pendula affects its chaotic 

dynamics. Length of the top pendulum  was changed from  

1
1l  to 

1
3l  . The result from the time series plot (a) in 

Fig.5 shows that the bottom pendulum is showing quasi-

periodic oscillation while the top pendulum is still 

periodic. The value of average Lyapunov exponent is 

equal to 0.0991 . It is concluded that increasing arm 

length of the top pendulum results in quasiperiodic motion. 

 

 

 

 

 

Fig.5 presents (a) Time series (b) Poincare map (c) 

Lyapunov exponent for
1

1m  ,
2

1m  , 
1

3l  and 
2

1l  , 

Hamiltonian 67.04E   . 

Finally, arm length of the bottom pendulum was also 

changed in the simulation for 
2

3l  . The value of average 

Lyapunov exponent is 0.0234e  . The results in Fig.6 

shows the DP is ultimately moving towards the chaos. 
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Fig.6 presents(a) Time series (b) Poincare map (c) 

Lyapunov exponent  

for
1

1m  ,
2

1m  ,
1

1l  and
2

3l  , 47.44E J  . 

The summary of the above simulations is presented in the 

Table 1. 

 Table 1: Summary of the  numerical simulations 

Mass (Kg) and 

length (m) of each 

pendulum 

Lyapunov 

exponent e  and 

Hamiltonian 

energy 

(Joule)E  

Chaotic/non-

chaotic 

behavior 

1
1m  ,

2
1m  ,

1
1l   

2
1l   

0.1607e    

28.62E J   

Periodic 

1
5m  ,

2
1m  ,

1
1l   

2
1l   

0.1086e    

67.04E J   

Quasi-periodic 

1
1m  ,

2
5m  ,

1
1l   

2
1l   

0.0399e   

104.68E J   

Chaos 

1
1m  ,

2
1m  ,

1
3l   

2
1l   

0.0991e    

67.04E J   

Quasi-periodic 

1
1m  ,

2
1m  ,

1
1l   

2
3l   

0.0234e   

47.44E J   

Chaos 

 

From the Table 1, it may be concluded that mass and 

length of the two pendulum have varying degree of effect 

on the average value of Lyapunov exponent. Thus there is 

an optimal combination of mass and arm length of the DP 

at which chaotic tendency of the system will be minimum. 

However further numerical and experimental studies are 

needed on this issue.  

4. CONCLUSION 

The chaotic behaviour of a double pendulum considering 

its mass and length is studied numerically. It is observed 

that chaotic tendency increases with mass and length. 

Moreover, top and bottom pendulum show varying effect 

on the chaos. 
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ABSTRACT: In this article, chaotic behavior of a double pendulum (DP) is studied numerically by varying its mass and 

length. The results are analyzed using time series plot, Poincare map and Lyapunov exponent plot. It is observed that the 

chaotic tendency of the DP increases with mass and length. However, both pendulums of the DP have varying effect on the 

Lyapunov exponent. The significance of the present study in the optimization and control of the dynamical systems based on 

the DP is also discussed. 

Keywords: Chaos, Double Pendulum, Time series, Poincare Map, Lyapunov exponent 

1. INTRODUCTION

A double pendulum (DP) is an interesting dynamical 

system since it shows chaotic motion (Baker and Gollub, 

1990, Ohlhoff and Richter, 2006). Notably, experimental 

and numerical studies have been carried out of such a 

system considering the change in initial value of amplitude 

and angular velocity of the double pendulum (DP) (Baker 

and Gollub, 1990). It is observed that a DP shows periodic 

behaviour at low energy, transforms to quasi-periodicity at 

intermediate energy level and chaos at higher energy level 

finally again periodic motion as energy of the system 

increases further (Nunna, 2009).  Despite significant study 

on the chaotic dynamics of the DP, there is no reported 

study in literature how the mass and length of a DP 

influences its chaotic behavior. Such a study is important 

from controlling and optimizing dynamical systems based 

on double pendulum for instance double arm robots 

(Behera and Kar, 2009). Chaos is a physical phenomenon 

in which a dynamical system shows random motion and 

the results depends on initial conditions (Baker and 

Gollub, 1990). Chaos is basically a manifestation of non-

linearity in the dynamical system. However, all non-linear 

systems do not show chaotic behaviour. A condition for 

chaos is that the differential equations governing the 

dynamical system should contain non-linear terms. 

Moreover, it should be expressible in at least three or more 

phase variables(Baker and Gollub,1990). Lyapunov 

exponent is generally used to characterize the chaos of a 

dynamical system. For instance, if the average value of 

Lyapunov exponent is negative then the system is non 

chaotic. However, if Lyapunov exponent positive,  then it 

shows chaos. Linear stability analysis of the DP shows that 

its two natural frequencies depend on mass and length of 

each pendulum in the system (Ohlhoff and Richter, 2006). 

Further it is to be noted that natural frequency of a 

pendulum also depends on the initial conditions of 

oscillation for instance amplitude.  

Figure 1 presents the schematic sketch of double pendulum 

in a plane. Upper end of the top pendulum is pivoted to a 

fixed point while the lower  end of the same is connect 

with the top end  of the bottom pendulum.Mass and arm 

length of the both pendulum were changed in the 

numerical simulation in the present study. Moreover, mass 

of the each pendulum is concentrated at the end in the 

form of solid sphere and also arm of each pendulum is 

considered to be massless (Fig.1). 

 

Figure 1: Schematic sketch of double pendulum under free 

oscillation. 

Further 
1

m ,
2

m ,
1

l ,
2

l ,
1

 and 
2

   are the mass, length and 

angular displacement of the top and bottom pendulum 

respectively.  

Third International Conference on
Advances in Control and Optimization of Dynamical Systems
March 13-15, 2014. Kanpur, India

978-3-902823-60-1 © 2014 IFAC 297 10.3182/20140313-3-IN-3024.00071



2. MODELLING OF DOUBLE PENDULUM 

A similar procedure  is followed to derive the system of 

non-linear equation as reported  in the reference ( Nunna, 

2009). Assuming the pivot point as the origin of the 

coordination system with the horizontal (x-axis) and the 

vertical (y-axis). The DP is assumed to be located in the 

fourth quadrant of the coordinate system. The coordinate 

position of top and bottom pendulum is given by 

 1 1 1
sinx l  ,  1 1 1

cosy l   ,    1 1 1 2 2
sin sinx l l   , 

   1 1 1 2 2
cos cosy l l    . And the   corresponding 

angular velocity is given by the equations  1 1 1 1
cosx l    

,  1 1 2 2
siny l   ,    1 1 1 1 2 2 2

cos cosx l l     ,

   1 1 1 1 2 2 2
sin siny l l     . 

 Kinetic energy of the double pendulum in Fig.1 is given 

by the following equation 

2 2 2 2

2 1 2 1 1 2 2 2 2 1 2 1 2 1 2

1 1
( ) ( ) cos( )

2 2
K m m l m l m l l          (

1)              

And the potential energy is 

2 1 2 1 1 2 2 2
( ) cos cosV m m gl m gl                     (2)

                     

The Lagrangian 
2 2 2

-L K V  of two simply connected 

pendulums (Fig.1) is given by the following equation 

2 2 2 2

2 1 2 1 1 2 2 2

2 1 2 1 2 1 2 1 2 1 1

2 2 2

1 1
( )

2 2

cos( ) ( ) cos

cos

L m m l m l

m l l m m gl

m gl

 

    



   

  



                    

(3)     

Further modifying the above equations: 

2

1 2 1 1 2 1 2 2 1 2

2

2 1 2 2 1 2 1 2 1 1

( ) cos( )

sin( ) ( ) sin 0

m m l m l l

m l l m m gl

   

   

  

    
   (4)              

           

2 2

2 2 2 2 1 2 1 1 2 2 1 2 1 1 2

2 2 2

cos( ) sin( )

sin 0

m l m l l m l l

m gl

      



   

 
  (5)

                                                                                                                                                                          

Converting into non-dimensional form of above equations 

4& 5. 

2

1 2 /12 2 /1 2 1 2 2 /12 2 /1 2 1 2

1

1 1

cos( ) sin( )

sin( ) 0

m l m l

gl

      




   

 
    (6)

                            
2

2 1/ 2 1 1 2 1/ 2 1 1 2

1

2 2

cos( ) sin( )

sin( ) 0

l l

gl

      




   

 
        (7)

          

Where 
2 /12 2 1 2

( )m m m m   and length of arm of the 

pendulum is 
2 / 1 2 1

l l l  and
1 / 2 1 2

l l l . And the equation 

of momenta 
i

p  of the DP is given by   
2i i

p L       

where 1 and 2i   

2

1 1 2 1 1 2 1 2 2 1 2
( ) cos( )p m m l m l l                             

(8)                                                                                                              

2

2 2 2 2 2 1 2 1 1 2
cos( )p m l m l l                               

(9)                                                                                                                        

And the Hamiltonian 
2 2 2

H K V   of the DP is given by 

2 2 2 2

2 1 2 1 1 2 2 2 2 1 2 1 2 1 2

1 2 1 1 2 2 2

1 1
( ) cos( )

2 2

( ) cos cos

H m m l m l m l l

m m gl m gl

     

 

    

  

(1

0)                                     

   

Above differential equations (6&7) were solved 

numerically in MATLAB using ode45 by following the 

procedures similar to the given in the reference 1. All 

simulations were carried out for a fixed initial condition 

i.e., 
1 2 1 2

( , , , )p p  = (0.2, 0.2828, 0, 0) . Time series of 

angular velocity of the two pendulum, Poincare map and 

the average value of Lyapunov exponent are plotted to 

understand the mass and length dependent chaotic 

behavior of the DP(wolf and Swift, 1985,Zaki and Noah 

2002). Poincare map (section) i.e., 
1 1

( , )p  was generated 

for the top pendulum under the condition
2

sin( ) 0   and 

2
0  (Rosa Nunna,2009). The results are discussed in 

next section.  

3. RESULTS AND DISCUSSION 

Fig.2 presents the plots concerning the time series (angular 

velocity), Poincare map and Lyapunov exponent 

for
1

1.0  kgm  ,
2

1.0 kgm  , 
1

1.0  m l  and 
2

1.0  ml   

and the Hamiltonian  energy 28.62JE   .  It is obvious 

from the plot (a) in Fig.2 that angular velocity of both 

pendula is periodic and both are in phase.  Moreover, 
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corresponding Poincare map is also regular as evident in 

plot (b) of the same Fig.2. Also the average Lyapunov 

exponent e  is found to be 0.1607e    which is negative. 

As mentioned earlier, dynamical system with negative 

exponent does not show the chaotic motion. 

 

 

Fig.2 presents (a) Time series (b) Poincare map (c) 

Lyapunov exponent for
1

1m  ,
2

1m  , 
1

1l  and 
2

1l  , 

Hamiltonian 28.62E   . 

It is now mass of the top pendulum is increased to 
1

5m   

while other parameters were considered the same as 

earlier. Now the energy corresponding to Hamiltonian 

increased to 67.04E   . Time series plot of angular 

velocity of the plot (a) of Fig.3 show that the motion is 

now quasi-periodic as there are two time period in the 

motion.  And the corresponding Poincare map shows to be 

regular but with large area of null. The average Lyapunov 

exponent 0.1086e   . This value of e is larger than in 

Fig.1. Thus it may be concluded that chaotic tendency of 

the DP increased with mass of the top pendulum. 

 

 

Fig.3 presents (a) Time series (b) Poincare map (c) 

Lyapunov exponent for
1

5m  ,
2

1m  , 
1

1l  and 
2

1l  , 

Hamiltonian 67.04E   . 

Now in case of change in magnitude of the mass of the 

bottom pendulum i.e.,
2

5m  , the time series plot (a) in 

Fig.5 shows that the top pendulum is showing period 

oscillation while the bottom pendulum is random. The 

value of average Lyapunov exponent is 0.0399e  . As 

noted earlier that positive value of the average Lyapunov 

exponent results in chaotic oscillations. The chaotic 

behavior is also clear in plot (b) of Fig.4. It may be 

concluded that the bottom makes the DP more chaotic than 

the top pendulum. 
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Fig.4 presents (a) Time series (b) Poincare map (c) 

Lyapunov exponent for 
1

1m  ,
2

5m  , 
1

1l  and 
2

1l   

for Hamiltonian 104.68E   . 

Motivated from the above study, it becomes interesting to 

know how arm length of pendula affects its chaotic 

dynamics. Length of the top pendulum  was changed from  

1
1l  to 

1
3l  . The result from the time series plot (a) in 

Fig.5 shows that the bottom pendulum is showing quasi-

periodic oscillation while the top pendulum is still 

periodic. The value of average Lyapunov exponent is 

equal to 0.0991 . It is concluded that increasing arm 

length of the top pendulum results in quasiperiodic motion. 

 

 

 

 

 

Fig.5 presents (a) Time series (b) Poincare map (c) 

Lyapunov exponent for
1

1m  ,
2

1m  , 
1

3l  and 
2

1l  , 

Hamiltonian 67.04E   . 

Finally, arm length of the bottom pendulum was also 

changed in the simulation for 
2

3l  . The value of average 

Lyapunov exponent is 0.0234e  . The results in Fig.6 

shows the DP is ultimately moving towards the chaos. 
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Fig.6 presents(a) Time series (b) Poincare map (c) 

Lyapunov exponent  

for
1

1m  ,
2

1m  ,
1

1l  and
2

3l  , 47.44E J  . 

The summary of the above simulations is presented in the 

Table 1. 

 Table 1: Summary of the  numerical simulations 

Mass (Kg) and 

length (m) of each 

pendulum 

Lyapunov 

exponent e  and 

Hamiltonian 

energy 

(Joule)E  

Chaotic/non-

chaotic 

behavior 

1
1m  ,

2
1m  ,

1
1l   

2
1l   

0.1607e    

28.62E J   

Periodic 

1
5m  ,

2
1m  ,

1
1l   

2
1l   

0.1086e    

67.04E J   

Quasi-periodic 

1
1m  ,

2
5m  ,

1
1l   

2
1l   

0.0399e   

104.68E J   

Chaos 

1
1m  ,

2
1m  ,

1
3l   

2
1l   

0.0991e    

67.04E J   

Quasi-periodic 

1
1m  ,

2
1m  ,

1
1l   

2
3l   

0.0234e   

47.44E J   

Chaos 

 

From the Table 1, it may be concluded that mass and 

length of the two pendulum have varying degree of effect 

on the average value of Lyapunov exponent. Thus there is 

an optimal combination of mass and arm length of the DP 

at which chaotic tendency of the system will be minimum. 

However further numerical and experimental studies are 

needed on this issue.  

4. CONCLUSION 

The chaotic behaviour of a double pendulum considering 

its mass and length is studied numerically. It is observed 

that chaotic tendency increases with mass and length. 

Moreover, top and bottom pendulum show varying effect 

on the chaos. 
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Abstract  

 A FCC unit has been simulated by integrating FCC riser reactor and regenerator models. This 

simulation uses a new10-lump riser reactor kinetic model developed in-house. The lumping scheme 

and reactions are based on more detailed description of the feed in terms of PNA (paraffins, 

naphthenes and aromatics) in both light and heavy fractions. An Artificial Neural Network (ANN) 

model, also developed in-house, relates routinely measured properties such as specific gravity, 

ASTM temperatures etc. to the detailed feed composition needed for the kinetic model development. 

The conversion and product yields obtained by integrating the model equations were found to be in 

close agreement with those measured in the plant in all the cases investigated. Simulation results 

using the present model, when compared with results from a conventional 5 lump model, clearly 

brought out the improvement in prediction because of detailed feed description calculated from ANN 

models. A parametric sensitivity study was undertaken in respect of operating conditions such as 

effects of feed preheat temperature, feed flow rate, and reactor outlet temperature (independent 

variables) on the performance of the FCC unit and the results have been discussed. 

 

Keywords:  FCC Unit, FCC Feed Compositions, Ten Lump Model, Parametric Sensitivity, Riser 

Reactor Model, Artificial Neural Networks, Plant Simulation. 
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1. Introduction 

 Fluid Catalytic Cracking (FCC) is an important secondary process, converting low- 

priced heavy feed stocks like heavy oil from either the refinery crude unit or vacuum unit and 

heavy fractions from other conversion units (cooker gas oil and hydrocracker fractionator 

bottoms etc.) into lighter, more valuable hydrocarbons such as liquefied petroleum gas (LPG) 

and gasoline thus increases the profitability of the entire refinery. Coke is formed as a byproduct 

during the process along with dry gas, both of which are undesirable. The conversion and yield 

pattern strongly depend on the feedstock quality, operating conditions of the riser reactor-

regenerator sections and the type of catalyst. 

The FCC process is very complex due to complicated hydrodynamics, heat transfer and mass 

transfer effects and complex cracking kinetics. These complex interactions coupled with economic 

importance of the unit have prompted many researchers to put their efforts on the modelling of FCC 

processes. Additionally, a small improvement in the operation or control of an FCC unit can result in 

impressive economic benefits. However, these can be achieved only if a satisfactory mathematical 

model is available which is analytical so that its optimization can lead to optimal operating 

conditions. Modeling is an iterative process and leads to deeper understanding of the physics 

involved, which can be used for designing better control of the process unit. Process 

optimization, can lead to improved productivity by maximizing throughput and choosing optimal 

operating conditions. Online optimization can help maximize long-term profits by reducing the 

cost and improving yields. Additionally, running a model simultaneously in parallel with the plant 

operation can help in monitoring the plant and its health.  

There are several modeling approaches for FCCU available in the literature.
1-14

  The 

kinetic lumping approach has been most widely used in which the large number of feed and the 
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4 

 

products hydrocarbons are lumped into a few groups, called kinetic lumps, which are assumed to 

take part in the reactions as single entities. A number of kinetic models have been developed by 

various researchers using 2, 3, 4, 5, 6, 8, 10 or 12 lumps but because of the complexities involved, a 

completely satisfactory model has eluded each one so far. The FCC kinetic modeling is based on a 

specified number of lumps for feedstock and products rather than on individual molecules. These 

lumps are considered either on the basis of boiling range of the feedstock and corresponding products 

in the reaction system or based on type of hydrocarbon groups.
10

 Each type of hydrocarbons is 

assumed as one lump and the products are considered by different lumps according to their boiling 

range. In the often used, feed specific 5-lump model, the feed is represented by a single lump of 

average carbon number and molecular weight and gasoline, LPG, dry gas and coke, present in 

the product stream along with unconverted feed are the remaining lumps.
5-9

 The limitation of 

models using single lump feed description is that the kinetics is valid only for the particular 

vacuum gas oil (VGO) with which the model parameters were estimated and is generally not 

applicable to other feeds especially if the composition is significantly different. The available ten 

and twelve lump models are more accurate where the feed is described in terms of 6 or 8 kinetic 

lumps consisting the heavy and light fractions of paraffins, naphthenes and aromatics
10-15

 but 

these detailed kinetic models suffer from the requirement of detailed feed composition analysis 

which is seldom possible in a field laboratory. 

 In the present work, a simulator embedding a 10 lump kinetic model of the riser reactor 

developed our earlier work
15, 

was integrated with regenerator model to simulate the FCC process. 

The product yields were obtained by integrating the model equations along the length of the reactor. 

The detailed feed composition in terms of heavier and lighter fractions of  P, N and A required as 

input to the kinetic model was obtained from a validated ANN model.
16

  The neural network model 
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5 

 

used routinely measured feed properties in field laboratories such as specific gravity, ASTM 

temperatures etc as input. 

 Parametric sensitivity studies can provide valuable information to the plant operator 

where operator learns the effect of variations in the independent operating variables on the plant 

performance. The effect of variation in three independent variables, feed flow rate, feed 

temperature and reactor outlet temperature on conversion and product yields have been 

investigated. Finally a comparison has been made between the performances of simulator with 

10- lump and 5-lump kinetics. 

2. Description of FCC Process  

 FCC units operate at high temperature and moderate pressure with finely divided 

silica/alumina based catalyst. One of the important advantages of FCC is the ability of the 

catalyst to flow easily when fluidized with reaction mixture in vapor phase. Due to this 

fluidization of the catalyst, there is intimate interaction between the catalyst and hydrocarbons 

leading to more cracking reactions.   

 The main components of FCCU are riser reactor and regenerator as shown in Figure 1. A 

partially vaporized HGO/VGO charge meets a stream of regenerated hot catalyst at the base of 

the riser. The liquid droplets of the feed receive heat from the hot catalyst particles and almost 

instantaneously vaporize. As the vapors and catalyst particles move up the riser, the cracking 

reactions take place. Carbon generated during cracking reactions gets deposited on the catalyst 

surface and cracking activity progressively decreases. At the exit of the reactor, catalyst is 

separated from the reaction mass, adsorbed hydrocarbons stripped off in a stripper with the help 

of steam and the spent catalyst sent to regenerator. In the regenerator, the catalyst is continuously 

regenerated by burning off the coke deposited during the cracking reaction.  Other auxiliary units 
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6 

 

such as feed preheat, air and flue gas systems are required for operation of the unit but have not 

been included in the modeling exercise 

3. Modeling of Fluid Catalytic Cracking Unit 

In the present work, a ten lump kinetic model, developed in-house, was integrated with a 

regenerator model for the simulation of the entire FCC unit. The steam stripper was assumed to 

be ideal and hence its modeling was not included. 

3.1 Riser / Reactor Model 

 A 10-lump kinetic description for riser reactor reported in our previous work
15

 has been 

used for the present study. A total of 25 cracking reactions have been accounted for and the 

reaction scheme is shown in Figure 2. The detailed lumping scheme uses 6 lumps to describe the 

feed gas oil, namely; heavy paraffins, heavy naphthenes, heavy aromatics, light paraffins, light 

naphthenes and light aromatics. This means we need the compositions in terms of these lumps 

for every new feed used. To circumvent the problem of having to measure detailed composition 

which is not very practical in field laboratories, an artificial neural network (ANN) - based model 

was developed which provided the requisite composition as output, input being routinely 

measured properties of VGO such as specific gravity, ASTM distillation temperatures, 

Conradson carbon residue (CCR), total sulfur and total nitrogen.
16

 The detailed PNA analysis of 

the several VGO samples for ANN model development were measured in the laboratory by using 

high-resolution mass-spectrometric method.
16

  

 The complete set of model equations for the riser reactor and stripper are given in 

Appendix A. The following assumptions from literature
10-14 

were made to develop the kinetic 

model of the riser reactor:  All cracking reactions are first order; reaction mass consists of only 

two phases (solid and vapor phases); heat capacities and densities are constant throughout the 
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7 

 

length of the reactor; catalyst deactivation is non-selective and related to coke on catalyst
17,18

 

only; the solid catalyst particles are in thermal equilibrium with the gaseous mixture at all times; 

the flow is uniform, that is, there is no slip between solid catalyst and vapors; LPG and gasoline 

do not crack to produce dry gas and dry gas produces no coke.    

The aim of stripper is to remove residual hydrocarbons from catalyst surface after 

cracking reactions. Being a minor unit, no effort was made to rigorously model this unit. The 

spent catalyst temperature and flow rate were calculated from the model equations available in 

Appendix A.
   

A temperature drop of 10K was assumed across the stripper unit.
5, 8

  

3.2 Regenerator Model  

 An FCC regenerator usually consists of a large fluidized bed reactor with coke 

combustion kinetics and complex hydrodynamics. The deposited coke on catalyst surface during 

the cracking reactions in the riser is burned off in the regenerator in presence of air. These coke 

combustion reactions taking place in the regenerator are strongly exothermic. There are usually 

two regions in the regenerator: the dense phase and the dilute phase (freeboard). The dilute phase 

is the region above the dense phase up to the cyclone inlet, and has a substantially lower catalyst 

concentration. The dense bed has all the catalyst contained below the established bed level, 

where, almost all reactions occur.  The larger catalyst particles are separated from the gas in the 

dilute phase and fall back to the bed. Any catalyst particles that do not separate in the dilute 

phase enter into the regenerator cyclones. Catalyst entering the cyclones is separated by 

centrifugal force with the larger particles being returned to the bed via the cyclone diplegs. 

Catalyst fines too small to be separated by the cyclones are carried out of the regenerator with 

the flue gas.  
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The regenerator has two main functions: it restores catalyst activity and supplies the 

endothermic heat required to crack the feed in the riser. In the combustion reaction, the carbon 

on spent catalyst can be converted to either CO or CO2 and the hydrogen in the coke is 

converted into steam. CO oxidation may take the form of either homogeneous oxidation in the 

gas phase or heterogeneous oxidation in the presence of oxidation promoters.
12, 19-23

 

 The entire mathematical model for the regenerator, developed by Arbel et al
13

 was 

adopted for the carbon balance, flue gas composition and heat balance for the regenerator dense 

and dilute beds except the model for calculating dense bed height.
21

 All these model equations 

for regenerator are given in Appendix B. 

3.3 Simulation of FCC Unit 

A simulator has been developed where the coupled riser reactor and regenerator model 

equations have been assembled along with solution procedures. These have been computer coded 

using C programming language and available with the first author. The ordinary differential 

equations and nonlinear algebraic equations for material and energy balance are solved by using 

Runge Kutta fourth order integration scheme and Successive Substitution methods respectively. 

Tables 1 to 3 provide data on feed composition, operating data, design data and thermodynamic 

and other data, which were used for the present simulation studies. The values of kinetic 

parameters for the regenerator simulation were used from literature.
5, 13

   

The solution of the model equations starts with initially guessed values of regenerated 

catalyst temperature (Trgn = 900K) and coke on regenerated catalyst (Crgc = 0.0025), the product 

yields are, then, calculated at the outlet of the reactor. Subsequently the temperature of spent 

catalyst and coke on spent catalyst are calculated. The regenerator simulation followed by dense 

bed calculations provide the new values of catalyst temperature (Tcal) and coke on regenerated 
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catalyst (Ccal) which are compared with the initial value of Trgn and Crgc. If Tcal and Ccal do not 

match with assumed Trgn and Crgc then one needs to start the reactor calculation with newly 

calculated values of Trgn and Crgc by using the successive substitution method. Finally all the 

reactor and regenerator equations are solved with converged value of Trgn and Crgc.  The 

tolerance for the convergence of Trgn and Crgc used are 1 
0
C and 10

-4
 kg of coke/kg of catalyst 

respectively. The computational time required for simulation of FCC unit was 1.5 to 2 min with 

the ~10000 iterations for successive substitution. 

3.4 Validation of FCC Model with Plant Data 

 Several sets of test run data and one set of normal operating data were obtained from an 

operating FCC plant in a refinery for validation of the developed simulator. A commercial 

ASPEN FCC simulator
24

 was also tuned for the plant data by adjusting non-default parameters 

such as stripping efficiency (95%), fraction of non-vaporized feed to coke (0.04), fraction of 

Concarbon to coke (0.48) and mass ratio of H2 to metals coke (0.12) etc. The performance of the 

model has been evaluated by comparing the model predicted values of conversion and yields 

with the plant data as well as calculated values from ASPEN FCC simulator
24

 at the riser outlet 

for four different cases. The feeds for all the cases were mixtures of different heavy gas oils from 

different crude mixes resulting in a wide variation in composition. 

Case I 

 The ten lump model predicted yields were compared with the first set of refinery plant 

data and the results were found to be in good agreement as shown in Table 4. Also included in 

this table are results obtained from ASPEN FCC simulator for the same operating data. The 

percent deviation between the plant and the present model as well as the plant and ASPEN FCC 

were calculated. The deviation between the plant and the present model shows the heavy and 
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light fractions deviated about 5 percent whereas the other four products namely, Gasoline, LPG, 

Dry Gas and Coke showed a maximum deviation of 7 percent. Similar deviations are seen for the 

ASPEN FCC predictions except with smaller magnitude. 

Case II   

 The model was again validated with second test run data from the same FCC unit but 

with different feed composition and different operating conditions. Table 4 also shows similar 

comparisons between the plant measured, ASPEN calculated and the present model calculated 

values for case II. The comparison shows a good match between the present model and plant test 

run with deviations less than 4.5 % except for the LPG yield (10.9 %). The performance of the 

ASPEN FCC Simulator shows higher deviations from plant data deviating by as much as 16.7%. 

Case III   

 A new set of daily operating data from the plant was used to simulate the model. The 

results on yields and reactor outlet temperature from plant, ASPEN FCC model and the present 

model are shown in Table 5. This case also shows a good match between the present model and 

plant value for all the components except dry gas. Dry gas content being small (~1.6 %), its 

measured value is likely to be uncertain to a larger extent because of measurement errors. It may 

be noted that for this case, the ASPEN FCC model performance is quite inferior as compared to 

the present model. 

Case IV   

 The model was finally simulated with yet another set of plant data to facilitate wider 

comparison between the model calculated values and the plant data and the results are also 

shown in Table 5. The matches were found to be in the range of acceptable limits. 
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 From above study with four different sets of real plant data obtained with different feed 

compositions it can be seen that the present model represents the FCC riser reactor reasonably 

well. The predictions from the present model are as good as those from ASPEN FCC simulator 

and at times, even better. 

4. Five -Lump Kinetic Model 

  The literature available five lump kinetic model
5, 7

 was reconstructed by determining the new 

rate constants. It uses only one lump to characterize the feed and hence does not require any ANN 

prediction. An average molecular weight and an average molecular formula of the type, CnHm are 

assigned to the feed lump which describes the feed. The data that were regressed to obtained 

kinetic parameters for the 10 - lump model were reused to calculate kinetic parameters for the 5- 

lump model to facilitate comparison between the two models. All the model equations for the 

five lump kinetic model of FCC riser reactor were adopted from literature
5
and also available in 

Appendix A and recalculated kinetic parameters are given in Table 6. The kinetic parameters 

were determined for all the 9 reaction involved in 5- lump kinetic scheme. The same 

optimization technique, Genetic Algorithm
25

 (GA) was used to calculate the kinetic parameters 

as done in case of 10 lump model.  The algorithm available in MATLAB Optimization Toolbox 

was used in the present study.   

4.1 Comparison of Ten Lump FCC Kinetic Model with Five Lump Kinetic Model 

 Finally, the results from 5 lump kinetic model were compared with those from 10 lump 

model to establish the following: 1. single lump feed description leads to feed specific rate 

constants not valid for other feeds. 2. more detailed feed description results in superior prediction 

capability of the model for a variety of feeds. 
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Tables 7 shows comparison of model calculated values using both 10- lump and 5-lump 

kinetics and plant measured experimental values. The five lump model was simulated with the 

literature values
6, 7

 of rate constants and also using tuned values of rate constants as given in Table 6. 

While maximum deviation in unconverted gas oil was only 1.9 % for 10- lump model, it was as high 

as one hundred percent  for the 5 - lump model when literature value of kinetic parameters were used. 

The calculated values of products also showed large deviations. These deviations were significantly 

reduced for 5-lump model when tuned values of rate constants were used instead of literature values. 

However, these deviations still considerable more than those obtained with 10-lump model.  This 

clearly brings out the strong dependence of rate constants on feed composition and hence inadequacy 

of single lump description of FCC feed. The fact that predictions made with 10- lump kinetic 

description were superior to those using 5-lump model even after tuning, vindicates the validity of 

the detailed description of the feed used here.  

5. Parametric Sensitivity Study for Ten Lump Model With Respect to Operating 

Conditions  

 It will be interesting to use the above described FCC simulator to carry out some 

optimization studies which could be off-line or on-line. A typical off-line optimization exercise 

aims to find operating conditions which optimize an economic or technical objective function 

subject to all the model equations and practical bounds on operating conditions as constraints. 

Online optimization, on the other hand, is a supervisory level control function which may seek to 

optimize profit over long time by updating regulatory controller set points from time to time.
26 

All this requires economic and other data which most refineries do not like to share with 

outsiders. However, plant personnel can use the present simulator for optimization of their FCC 

units as long as they are processing heavy gas oil as feed. In absence of requisite economic data, 
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we have carried out parametric sensitivity studies with respect to operating conditions, which 

may be looked upon as a substitute for off-line optimization since it provides the effect of change 

in each operating condition on the performance of the FCC unit. The feed preheat temperature 

(Tfeed), feed flow rate (Ffeed) and reactor outlet temperature (ROT) are the independent input 

parameters which were found to influence the FCC operation most. These independent variables 

were varied one at a time, keeping the other two constant at their base values and their effect on 

steady regenerator temperature (Trgn), air flow rate (Fair) into the regenerator for coke combustion 

and catalyst circulation rate (CCR) through the riser reactor. Out of these three, two were 

allowed to vary to keep two of the independent variables constant and the third dependent 

variable, Trgn or Fair was held constant. Catalyst circulation rate was always allowed to be 

manipulated due to practical considerations. Another dependent variable which is important is 

coke on regenerated catalyst (Crgc) but one always wishes to keep it constant at a low value, since 

increase in Crgc adversely affects conversion. 

5.1 Effect of Variation in Tfeed Keeping Ffeed and ROT Constant at Base Value 

 Two variants were investigated, keeping Trgn constant at one time and Fair constant at 

another time. At constant regenerator temperature, as feed preheat temperature is increased, 

catalyst circulation rate must decrease to keep ROT constant. At constant feed rate, decrease in 

CCR leads to decrease in conversion as well as product yields as shown in Figure 3. The slopes 

in this figure are gentler and perhaps more accurate than those reported earlier
8
 obtained with 

five lump model. Figure 4 shows variation in air flow rate and catalyst circulation rate as Tfeed 

increases. As seen in this figure, both Fair and CCR decrease continuously and almost linearly but 

with different slopes. On the other hand, when Fair is held constant and Trgn is varied then while 

conversion and product yields have the same decreasing trend as seen in Figure 3 but unlike Fair, 
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Trgn increases and CCR decreases with increase in feed temperature. The plots for this case have 

been omitted for brevity. 

5.2  Effect of Variation in ROT Keeping Tfeed and Ffeed Constant at Base Value 

 As the reactor outlet temperature is increased, the gas oil conversion and product yields 

increase at constant Ffeed, Tfeed and Trgn (see Figure 5). This is due to increase in catalyst 

circulation rate which leads to more cracking and hence higher yields. Both air flow rate and 

catalyst circulation rate increase with increase in ROT at constant Trgn as shown in Figure 6. At 

higher conversion, coke on catalyst increases and to burn this extra coke, air flow rate has to 

increase. Constant Trgn keeps coke on regenerated catalyst, Crgc, constant. When air flow rate, Fair 

is held constant at its base value, regenerator temperature reduces because of less residence time 

for coke combustion in the regenerator due to increase in CCR. Decrease in Trgn may lead to 

increase in Crgc which is undesirable. However, the effect of increasing catalyst circulation rate is 

more dominant than the increased value of coke on regenerated catalyst (Crgc) when ROT is 

increased leading to higher conversion and product yields similar to those seen in Figure 5.  

5.3 Effect of Variation in Ffeed  Keeping Tfeed and ROT Constant at the Base Value 

 Here again two cases were examined, in one case, Trgn was held constant and in the other 

case, Fair was fixed.  When feed rate increases with the regenerator temperature, Trgn held 

constant, the gas oil conversion as well as product yields marginally decrease similar to that 

shown in Figure 3. On the regenerator side the air flow rate increases with increased value of 

feed rate to keep the Trgn constant which keeps the Crgc constant. The catalyst circulation rate also 

increases but slowly. At constant air flow rate, the catalyst circulation rate must increase to keep 

ROT constant. However, regenerator temperature decreases because of extra amount of carbon 
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coming in due to higher catalyst circulation with no extra air. This leads to less residence time 

for burning all the coke in the regenerator. 

6. Conclusions 

 An indigenously developed (and reported
15

 earlier) 10-lump kinetic model for the riser 

reactor was integrated with a regenerator model for the simulation of the entire FCC unit. Several 

sets of test run data and one set of normal operating data were obtained from an operating FCC 

plant in a refinery for validation of the developed simulator. The ten lump model predictions for 

all the cases investigated were in close agreement with plant measured values and deviations 

were found to be similar to those with ASPEN FCC simulator. 

 A comparison was made for the present simulator performance with that using 5-lump 

kinetics for riser reactor. Significantly larger deviations from measured valued were obtained in 

case of 5 lump model as compared to the present simulator, thus establishing the superiority of 

model with more detailed description of the feed as compared to single lump representation used 

in 5-lump model. 

 Parametric sensitivity study in respect of operating conditions such as effect of feed 

preheat temperature, feed flow rate and reactor outlet temperature showed that the catalyst 

circulation rate of riser reactor had stronger influence on gas oil conversion as compared to feed 

preheat temperature for a fixed reactor outlet temperature. The sensitivity analysis is useful for 

the refiners to understand the effects of individual parameters on the FCC performance and to 

perform optimization study for better productivity of the unit. From the present sensitivity study, 

it may be concluded that increasing ROT at fixed Trgn or at fixed Fair should lead to improved 

conversion whereas increase in Ffeed or Tfeed will deteriorate reactor performance. Although the 

trends observed in this study are similar to those reported earlie
8
,
   

we believe the present results 
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are quantitatively superior and more representative because of improved performance of the 10-

lump model 
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Appendix A. Riser Reactor Model Equations 

A.1. Ten Lump Model  

Material Balance: 

The mass balance for the j
th
 lump over a differential element of riser height (dh) can be written as follows 

���
�� = ���	
��	�1 − ɛ��� ∑ ��������			����� ;  i=1,……..25 and  j, k=1,……10,  j ≠k (A1) 

	�ℎ!�!	������ =
"#�
"#�

= $%�	&	 ⇾ (	)*	)+�	�!,-.)%*.  

h = Z
H345

									 (A2) 

ρ7 		=
P345MW;

RT 		and				ε = FCDDE ρ7⁄
FCDDE ρ7⁄ + F3;H ρH⁄  (A3) 

MW; =IxKMWK
�L

K��
 

(A4) 

The rate equation for each i 
th  

reaction is as follows:  

 

�� = &L�!MN	�− O�
PQ�R�S																	$%�	) = 1,2,3,4,5	,*Y	(	 = 1		 (A5) 

�� = &L�!MN	�− O�
PQ�R�S																$%�	) = 6,7,8,9	,*Y	( = 2							 (A6) 

�� = &L�!MN	�− O�
PQ�R�S																$%�	) = 10,11,12,13	,*Y	( = 3 (A7) 

�� = &L�!MN	�− O�
PQ�R�S																$%�	) = 14,15,16	,*Y	( = 4		 (A8) 

�� = &L�!MN	�− O�
PQ�R�S																$%�	) = 17,18,19	,*Y	( = 5 (A9) 
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�� = &L�!MN	�− O�
PQ�R�S																	$%�	) = 20,21,22	,*Y	( = 6 (A10) 

�� = &L�!MN	�− O�
PQ�R�	S																	$%�	) = 23,24	,*Y	( = 7		 (A11) 

�� = &L�!MN	�− O�
PQ�R�	S																	$%�	) = 25	,*Y	( = 8			 (A12) 

The catalyst activity (ϕ) was related to coke concentration on the catalyst
17,18

(Cc): 

 ϕ = �1 + 51. CH�a�.bc (A13) 

CH = mθf (A14) 

The value of m was, tuned for the catalyst used from plant data in present study, whereas, value 

of the exponent
19

 of θ is 0.5. 

Energy Balance:     

 

dT
dh = A345H345ρH�1 − ε�

F3;HChi + FCDDEChjk
Ir4�−ΔH4�
��

4��
						 ; 	i = 1,… . .25																								 

(A15) 

T�h = 0� = p�q�RrsQ�qt + puvv�Rrwx	Quvv� − y
vzrpuvv� − {|}		,��	
p�q�Rrs + puvv�Rrw~

 
(A16) 

Qloss,ris in the riser has been taken to be 0.9 % of total heat. It can be estimated by trial and error method to 

match the ROT. 

A.2. Five Lump Riser Reactor Model Equations 

 
Mass Balance 

 

 

Yp�
Yℎ = ���	
��	�1 − ɛ���I��������

�

���
																					 (A17) 

Rate equations for each of the nine reactions is as follows:  

r4 = kL4exp	�− E4
RT�CK

�ϕ																for	i = 1,2,3,4	and	j = 1				 (A18) 

r4 = kL4exp	�− E4
RT�CKϕ																		for	i = 5,6,7	and	j = 2						 (A19) 

r4 = kL4exp	�− E4
RT�CKϕ																				for	i = 8,9	and	j = 3		 (A20) 

Enthalpy Balance  

YQ
Yℎ = ���	
��	���1 − ��

p�q�Rrs + puvv�Rrw~
I���−y
��
�

���
																																		 (A21) 

Q�ℎ = 0� = p�q�RrsQ�qt + puvv�Rrwx	Quvv� − y
vzrpuvv� − {|}		,��	
p�q�Rrs + puvv�Rrw~

 (A22) 
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"#q =I��"#�
�

���
 

(A23) 

�z 		=
���	"#q

PQ 		,*Y				� = puvv� �z⁄
puvv� �z⁄ + p�q� ��⁄ 																																 (A24) 

A.3. Stripper Modeling  

T5H = ROT − ∆T5H (A25) 

F5H = F3;H�1 + C5H� (A26) 

 

 

Appendix B. Regenerator Model Equations 

The main combustion reactions in the regenerator are as follows:  

R + 1
2��

������ 	R�  

R + ��
������	R��  

R� + �
���

�������	R��   Heterogeneous CO Combustion  

R� + 1
2��

��������	R��								
%�%�!*!%��	R�	-%����.)%*											  


� + 1
2��

������ 
��  

Rate equations for the combustion reactions in the regenerator   

��� = �1 − ����&��
R�q�
"#�

��� 	= �1 − ����&��
R�q�
"#�

$}�
$+}+ ��qt (B1) 

��� = �1 − ����&��
R�q�
"#�

��� = �1 − ����&��
R�q�
"#�

$}�
$+}+ ��qt 

(B2) 

��� = &���}���} = ��r+�1 − ɛ���&��� + ɛ&�����}���}
= ��r+�1 − ɛ���&��� + ɛ&����

$}�$�}
$+}+ ��qt� 

(B3) 

� R�R������u��v
= &��
&�� = �� = ��L!MN �

−O�
PQ � 

(B4) 

 

&� = &�� + &�� = &�L !MN �− O�
PQ� (B5) 
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&�� = ��&�
�� + 1 = ��&�L!MN  − O�PQ¡

�� + 1  (B6) 

&�� = &�
�� + 1 = &�L!MN  − O�PQ¡		

�� + 1  
(B7) 

&��� = &���L!MN �−O���
PQ � (B8) 

&��� = &���L!MN �−O���
PQ � (B9) 

B.1. Dense Bed Regenerator:    

Material balance:  

Y$��
Y¢ = −��qt  ���2 + ��� + ���

2 ¡ (B10) 

Y$£�
Y¢ = −��qt���� − ���� (B11) 

Y$£��
Y¢ = ��qt���� + ���� (B12) 

Y$¤�
Y¢ = 0 

(B13) 

Initial Conditions (at z = 0) for Dense Bed Modeling:  

$��¥	 = p�q��R	� − R�q�� R�
"#¦

 
(B14) 

$}� = 0.21p��� − 1
2$��} 

(B15) 

$�} = $�}� = 0 (B16) 

$¤� = 0.79	p��� (B17) 

$+}+ = $}� + $�} + $�}� + $��} + $¤� (B18) 

Energy Balance :  

YQ�qt
Y¢ = 0 

(B19) 

Heat balance across the regenerator dense bed is given by the following equation:  

{� + {¦ + {��� +{	� + {vt+ = {�q� + {	q + {|}		 (B20) 
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�ℎ!�!	{� = $�}�§¨v��
�} + $�}��§¨v��
�}� (B20.a) 

{¦ = $¦�}
¦�}		 (B20.b) 

{��� = p���R©ª«¬�Q��� − Q̈ �	v� (B20.c) 

{	� = p	�R©s�Q	� − Q̈ �	v� (B20.d) 

{�q� = p�q�R©s�Q�qt − Q̈ �	v� (B20.e) 

{	q = $�}��§¨v��R©s¥� + $�}�§¨v��R©s¥	 + $}��§¨v��R©¥� + $¦�}R©®�¥
+ $¤�RN¤���T3;f − T̄ °5D� (B20.f) 

{vt+ = pvt+R©s�Q��|�§¨v�� − Q̈ �	v� = 0	�assumed�			 (B20.g) 

  

The final equation for the dense bed temperature is  

Q�qt		�	Q̈ �	v

+ $�}�§¨v��
�} + $�}�
�}� + $¦�}
¦�} + p���R©ª«¬�Q��� − Q̈ �	v� + p	�R©s�Q	� − Q̈ �	v� + {|}		,�qt
p�q�R©s + $�}��§¨v��R©s¥� + $�}�§¨v��R©s¥ + $}�R©¥� + $¦�}R©®�¥ + $¤�R©³�

 
(B21) 

p	�		R	��1 − R�� 		= 	p�q�R�q��1 − R�� 			+ �$£��§¨v�� + $£���§¨v���	"#� (B22) 

C3;H =	 ´F5HC5H�1−Cµ� − �f¶·�¸¯DE� + f¶·��¸¯DE��MWH¹
´F3;H�1 − Cµ�¹º  

(B23) 

a. Evaluation of Bed Characteristics 
22-23

:  

ρ; =
P3;f
RT3;f 

(B24) 

u = F°43
ρ;A3;f 

(B25) 

εEDf = 0.305u� + 1
0.305u� + 2												 (B26) 

ρH,EDf5D = ρH�1 − εEDf� (B27) 

ρH,E4»¼½D = Max¾0, �0.582u1 − 0.878�¿									in			�lb/ft3� (B28) 

εE4» = ρE4»
ρH  

(B29) 

FDf½ = pH,E4»A3;fu (B30) 

b. Dense Bed Height: The regenerator dense bed height is calculated by the given 

correlation
22

: 
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z¯DE = 0.3048�TDH� (B31) 

where	TDH = TDH�L + �D − 20�  

log�L�TDH�L� = log�L�20.5� + 0.07�u1 − 3� 
 

 

B.2. Dilute Bed Regenerator:  

a. Material Balance  

df·�
dz = −A3;f  r��2 + r�� + r��

2 ¡ (B32) 

df¶·
dz = −A3;f�r�� − r��� (B33) 

df¶·�
dz = A3;f�r�� + r��� (B34) 

df¶
dz = −A3;f�r�� + r��� (B35) 

b. Energy Balance:  

dTE4»
dz = 1

CÈÉÊÉ
�H¶·

df¶·
dz + H¶·�

df¶·�
dz � = 	 A3;f

CÈÉÊÉf½Ë½
		¾H¶·�r�� − r��� + H¶·��r�� − r���¿ (B36) 

where	CÈÉÊÉ	 =
CÈÌ�fÍ� + CÈÎ�f·� + CÈÏÎf¶· + CÈÏÎ�f¶·� + CÈÐ�ÊfÑ�Ë + CÈiFDf½

f½Ë½  
 

 

Nomenclature 

Argn  regenerator cross- section area, m
2
 

Aris  riser cross- sectional area, m
2
 

Ch  weight fraction of hydrogen in coke, (kg of H2)/ (kg of coke) 

Cc  coke on catalyst, kg coke /kg catalyst 

Ci   concentration of j
th

 component, kmol/m
3
 

Cpc  catalyst heat capacity, kJ/(kg.K) 

Cpco  mean heat capacity of CO, kJ/(kg.K) 

Cpco2  mean heat capacity of CO2, kJ/(kg.K) 

Cpfl  liquid feed heat capacity, kJ/(kg.K) 

Cpfv  vapor feed heat capacity, kJ/(kg.K) 
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Cph2o  mean heat capacity of water, kJ/(kg.K) 

CpN2  mean heat capacity of N2, kJ/(kg.K) 

CpO2  mean heat capacity of O2, kJ/(kg.K) 

Crgc  coke on regenerator catalyst, (kg coke)/kg-cat 

Csc  coke on spent catalyst, (kg coke)/kg-cat 

D regenerator diameter, ft 

Eβ   activation energy for CO/CO2 at the catalyst surface 

Ej  activation energy of i
th

 cracking reaction in the riser 

Ec activation energy of coke combustion 

E13c  activation energy for homogeneous CO combustion 

E13h  activation energy for heterogeneous CO combustion 

fc    molar flow rate of carbon in the regenerator, kmol/sec 

fco  CO molar flow rate in the regenerator, kmol/sec 

fco2  CO molar flow rate in the regenerator, kmol/sec 

fh2o  H2O molar flow rate in the regenerator, kmol/sec 

fN2  N2 molar flow rate in the regenerator, kmol/sec 

fO2  O2   molar flow rate in the regenerator, kmol/sec 

ftot  total gas molar flow rate in the regenerator, kmol/sec 

Fair  air flow rate to the regenerator, kmol/sec 

Fent  entrained catalyst flow rate kg/sec 

Fj  molar flow rate of jth lump, kmol/sec 

Frgc  catalyst circulation rate (CCR), kg/sec 

Fsc  spent catalyst flow rate, kg/sec 

Ffeed  oil feed flow rate, kg/sec 

h  dimensionless riser height 

Hris  riser height, m 

∆Hevp heat of vaporization of oil feed, kJ/kg 

Hco  heat of Formation of oil feed, kJ/kmol 

Hco2  heat of formation of CO2, kJ/kmol 

Hh2o  heat of formation of H2O, kJ/kmol 

∆Hi  heat of cracking of ith lump, kJ/kmol 

i  total no. of reactions in the reactor 
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j  total no. of kinetic lumps 

ki rate constant of i
th 

reaction in the riser, m
3
/(kg-cat.sec) 

k0, i  frequency factor for i
th

 reaction in the riser, m
3
/(kg-cat.sec) 

k11  coke combustion rate coefficient for C to CO reaction 

k12  coke combustion rate coefficient for C to CO2 reaction 

kc Total coke combustion rate coefficient, 1/ (atm. sec) 

kc0 frequency factor for coke combustion, 1/ (atm. sec) 

k13c  frequency factor in heterogeneous CO combustion expression, (kmol of 

k13h  frequency factor in homogeneous CO combustion expression, (kmol of 

MWj  molecular weight of j
th 

 lump, kg/kmol 

MWc  molecular weight of coke, kg/kmol 

MWg  average molecular weight of gas oil feed, kg/kmol 

MWH  molecular weight of hydrogen 

Pris  riser pressure, atm 

Prgn  regenerator pressure, atm 

PO2  average mean oxygen partial pressure, atm 

Qair  heat flow rate with air, kJ/sec 

QC  heat released by the carbon combustion, kJ/sec 

Qent  heat input to the dense bed from entrained catalyst returning from 

QH  heat released by the hydrogen combustion, kJ/sec 

Qloss, heat losses from the regenerator, kJ/sec 

Qloss, ris heat losses from the riser base, kJ/sec 

Qrgc  heat flow with regenerated catalyst, kJ/sec 

Qsc  heat flow rate with spent catalyst, kJ/sec 

Qsg  heat flow rate with gases from the regenerator dense bed, kJ/sec 

R  universal gas constant 

ri rate of the i
th

 reaction, kmol/ (kg-cat. sec)  

ROT  riser outlet temperature, K 

T riser temperature at any axial height, K 

Tair  temperature of the air to the regenerator 

Tbase  base temperature for heat balance calculations, K (assumed, 866.6 K) 

Tfeed  gas oil feed temperature, K 
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Tdil  regenerator dilute bed temperature, K 

Trgn  regenerator dense bed temperature/regenerated catalyst temperature, K 

Tsc  temperature of spent catalyst, K 

∆Tst  stripper temperature drop (~10 
0
C) 

u velocity of gas in the riser or the regenerator, m/sec 

u1 superficial linear velocity, ft/sec 

Xpt  relative catalytic CO combustion rate 

xj  mole fraction of j
th

 component 

z axial height from the entrance of the riser or regenerator, m 

Zbed  regenerator dense bed height,m 

Zdil  regenerator dilute phase height, m 

Zrgn  regenerator height, m 

Greek Letters 

�αkj�i		 stoichiometric coefficient for lump k ⇾ j in i
th

 reaction 

βc		 CO/CO2 ratio at the surface in the regenerator 

βc0		 frequency factor in βc expression 

ε		 riser or regenerator void fraction 

ρc		 catalyst density, kg/m
3
 

ρc,dense	 catalyst density in the regenerator dense bed, kg/m
3
 

ρc,dilute	 catalyst density in the dilute phase of the regenerator, kg/m
3
 

ρg		 molar gas density in the regenerator, kmol/m3 

ρv		 oil vapor density, kg/m
3
 

ϕ		 catalyst activity 

θ		 catalyst residence time, sec 
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Figure Captions 

Figure 1: Schematic diagram of the fluid catalytic cracking unit (FCCU). 

Figure 2: Ten lump kinetic scheme 

Figure 3: Effect of feed preheat temperature (Tfeed) on gas oil conversion and product yields at 

fixed Ffeed (50.16 kg/sec), fixed ROT (767 K) and fixed Trgn (935 K) 

Figure 4: Variation in air flow rate and catalyst circulation rate on increasing feed preheat temp 

(Tfeed) at constant Trgn (935K) 

Figure 5: Effect of riser outlet temperature (ROT) on gas oil conversion and product yields at 

fixed Ffeed (50.16 kg/sec), fixed Tfeed (621 K) and constant Trgn (935K) 

Figure 6: Variation in air flow rate and catalyst circulation rate on increasing ROT at constant 

Trgn (935K) 
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Table 1. Feed Composition and Properties Used in the Simulation  

Parameters Values 

Case I Case II Case III Case IV 

Specific gravity @ 15 
0
C 0.8896 0.8896 0.8858 0.8949 

Distillation, ASTM D-1160, 
0
C        

0 288 268 253 282 

5 370 357 358 352 

10 386 383 384 372 

30 425 417 416 408 

50 450 438 445 437 

70 483 464 466 475 

90 530 505 509 517 

95 542 517 519 536 

100 546 525 526 555 

CCR, wt% 0.15 0.22 0.21 0.38 

Total sulfur, wt% 0.5 0.45 0.43 0.34 

Basic nitrogen, ppm 307 299 281  - 

Total nitrogen, ppm 900 717 672  - 

Feed composition  from ANN model
17

 
 

    

Paraffins ,wt% 17.7 11.8 12.7 17.2 

Naphthenes ,wt% 33.3 36.6 34.0 21.4 

Aromatics, wt% 49.0 51.6 53.3 61.5 
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Table 2. Plant Operating Data Used in Simulation 

Operating parameters Case I Case II Case III Case IV 

Feed rate, kg/s 49.3 50.2 46.7 47.2 

Feed preheat temp, K 621.9 621.0 616.0 614.3 

Reactor outlet temp, K 767.3 767.4 767.3 767.2 

Cat circulation rate, kg/sec 225.0 250.8 237.8 211.8 

Catalyst  density, kg/m3 817.0 831.0 850.0 800.0 

Regenerator dense phase temp, K 938.0 935.0 935.0 945.0 

Reactor pressure, kg/cm2 2.3 2.3 2.2 2.3 

Regenerator pressure, kg/cm2 2.6 2.6 2.6 2.6 

Air to regenerator temp, K 470 476 455 490 

Air rate,  kmol /sec 0.79 0.80 0.75 0.78 

Hydrogen in coke , wt % 9.2 16.4 14.3 9.5 
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Table 3. Thermodynamic and Other Parameters Used in Simulation 

Description  Test Run 
Cpc, kj/(kg.K) 1.29

a
 

Cpfl, kj/(kg.K) 3.43
a
 

Cpfv, kj/(kg.K) 3.39
a
 

∆Hevp , kj/kg 349
a
 

Cp,N2 (kj/kg K) 29.12 

Cp,o2 (kj/kg K) 29.44 

Cp,h2o (kj/kg K) 41.01 

Cp,co  (kj/kg K) 29.12 

Cp,co2 (kj/kg K) 37.14 

Hco (kJ/kmol) 110640 

Hco2 (kJ/kmol) 393520 

Hh2o (kJ/kmol) 240590 

Xpt 0.10 

Dp ( m) 6.0 *10
-5
 

Molecular weight of kinetic lumps kg/kmol   

Ph, Nh, Ah 339 

Pl, Nl, Al 240 

G 114 

LPG 54 

DG 30 

C 12 

Design data  

Riser length, m 37 

Riser diameter, m 0.7 

Regenerator length, m 15 

Regenerator diameter, m 5.6 

a
Data from Arbel et al., 1995. 
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Table 4. Comparison of Model Calculated Values with Plant Data (Case I & II) 

 

 

 

 

 

 

 

 

 

 

 

 

 Case I  Case II 

 Measured 

Value 

Calculated Values 

from Simulation 

 Measured 

Value 

Calculated Values 

from Simulation 

   ASPEN 

FCC 

(% Dev) 

Present 

Model 

(% Dev) 

  ASPEN 

FCC 

(% Dev) 

Present 

Model 

(% Dev) 

Riser outlet temp, K 767.3 767.4(0.0) 768.0(-0.1)  767.4 767.5(0.0) 770.9(-0.5) 

Heavy paraffins (Ph), wt % 
 

0.0 0.0   0.0 0.0 

Heavy naphthenes (Nh), wt % 
 

0.0 0.1   0.0 0.0 

Heavy aromatics (Ah), wt % 
 

14.1 13.6   10.8 12.8 

Total heavy fraction 

( 343
+
 
0
C), wt %  

14.5 14.2(2.1) 13.7(5.3)  12.9 10.8(16.8) 12.8(1.2) 

Light  paraffins (Pl), wt % 
 

2.7 2.3   1.3 1.3 

Light naphthenes (Nl), wt % 
 

3.3 2.6   1.5 2.2 

Light aromatics (Al), wt % 
 

11.6 11.4   13.7 11.7 

Total light fraction  

(221-343 
0
C ),wt % 

17.2 17.6(-2.6) 16.3(5.2)  15.6 16.4(-5.2) 15.2(2.6) 

Gasoline (C5-221 
0
C),wt % 51.5 50.9(1.2) 52.1(-1.2)  54.3 54.8(-0.9) 53.3(1.8) 

LPG, wt % 11.4 11.8(-3.4) 12.2(-6.8)  12.4 12.6(-1.8) 13.7(-10.9) 

Dry gas, wt % 1.5 1.5(-0.3) 1.7(-7.4)  1.2 1.6(-35.1) 1.2(-3.3) 

Coke, wt % 4.0 4.1(-1.6) 4.1(-3.2)  3.6 3.8(-6.6) 3.7(-4.4) 
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Table 5. Comparison of Model Calculated Values with Plant Data (Case III & IV) 

 

 

 

 

 

 

 

 

 

 

 

 Case III  Case IV 

 Measured 

Value 

Calculated Values 

from Simulation 

 Measured 

Value 

Calculated Values 

from Simulation 

   ASPEN 

FCC 

(% Dev) 

Present 

Model 

(% Dev) 

  ASPEN 

FCC 

(% Dev) 

Present 

Model 

(% Dev) 
Riser outlet temp, K 767.3 767.6(0.0) 769.7(-0.3)  767.2 767.4(0.0) 771(-0.6) 

Heavy paraffins (Ph), wt %  0.0 0.0   0.0 0.0 

Heavy naphthenes (Nh), wt %  0.0 0.0   0.0 0.1 

Heavy aromatics (Ah), wt %  7.8 13.0   15.1 15.4 

Total heavy fraction 

( 343
+
 
0
C), wt %  

12.1 7.8(35.8) 13.0(-7.4)  14.5 15.1(-4.4) 15.5(-7.3) 

Light  paraffins (Pl), wt %  0.4 1.4   1.1 2.4 

Light naphthenes (Nl), wt %  0.6 2.1   1.4 1.9 

Light aromatics (Al), wt %  15.1 10.7   17.3 13.3 

Total light fraction  

(221-343 
0
C ),wt % 

13.9 16.1(-15.5) 14.2(-2.2)  20.2 19.7(2.4) 17.7(12.7) 

Gasoline (C5-221 
0
C),wt % 55.8 56.7(-1.6) 54.1(3.0)  48.6 48.9(-0.4) 50.8(-4.4) 

LPG, wt % 12.9 14.2(-10.3) 13.6(-5.4)  11.1 11.3(-1.8) 10.8(2.8) 

Dry gas, wt % 1.6 2.0(-21.9) 1.3(18.8)  1.4 1.5(- 4.8) 1.4(-2.7) 

Coke, wt % 3.7 3.3(10.5) 3.8(-2.7)  4.1 3.5(14.7) 3.8(8.7) 
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Table 6. Calculated Kinetic Rate Constants for 5-Lump Model 

Reaction 
 Number (i) 

 Reactions Rate Constants 

1 Gas Oil  → Gasoline 15.4508 

2 Gas oil  → LPG 3.1312 

3 Gas Oil  → DG 0.3722 

4 Gas Oil → Coke  0.9331 

5 Gasoline → LPG 0.0035 

6 Gasoline  → DG 0.0003 

7 Gasoline  → Coke 0.0016 

8 LPG →  DG 0.0012 

9 LPG → Coke 0.0016 
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Table 7. Comparison of Ten Lump and Five Lump Model Calculated Values with Plant 

Data (Case II) 

 

 

Measured  

 Value 

Model Calculated Value 

  Ten 

Lump(% Dev) 

Five Lump (% Dev) 

Literature® Tuned* 

Riser outlet temp, 
 
K 767.4 770.9(-0.5) 778.4(-1.4) 769.5(-0.3) 

Heavy paraffins (Ph) 
 

0.0 
 

 

Heavy naphthenes (Nh) 
 

0.0 
 

 

Heavy aromatics (Ah) 
 

12.8 
 

 

Total heavy fraction ( 343+ 
0
C) 12.9 12.8(1.2) 

 
 

Light  paraffins (Pl) 
 

1.3 
 

 

Light naphthenes (Nl) 
 

2.2 
 

 

Light aromatics (Al) 
 

11.7 
 

 

Total light fraction ( 221-343
0
C ) 15.6 15.2(2.6) 

 
 

Total unconverted gas oil ( 221
+
 
0
C) 28.5 28.0(1.9) 57.3(-100.6) 31.5(-9.4) 

Gasoline (C5-221 
0
C) 54.3 53.3(1.8) 27.2(49.9) 51.5(5.6) 

LPG 12.4 13.7(-10.8) 9.8(21.1) 11.8(4.7) 

Dry Gas 1.2 1.2(-3.3) 2.7(-130.5) 1.5(-19.1) 

Coke 3.6 3.7(-4.4) 3.1(14.0) 3.8(-5.2) 

®
Literature kinetic constants

5
 used for simulation  

 * Estimated rate constants (from Table 6) used for simulation 
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Ahstract- This paper first discusses the mathematical modeling of a 

dynamical system consists of triple link inverted pendulum (TLIP) 

on a moving cart using Lagrangian equation. This model is then 

used to design a controller based on the LQR method to maintain 

the TLIP vertically on the moving cart. The stability and 

controllability of the triple link inverted pendulum system are 

investigated and the choice of weights in LQR is also discussed. The 

system is simulated in MA TLAB environment and the simulation 

results establish the satisfactory performance of the LQR controller 

in stabilizing the system. 

Keywords-Triple link inverted Pendulum; Linear Quadratic 
Regulator; Lagrangian system. 

I. INTRODUCTION 

Inverted pendulums are inherently unstable and nonlinear 
systems thus present a challenging control problem [1]. As such, 
they provide an excellent test bench for the evaluation and 
comparison of different control strategies. The stabilization of 
single and double inverted pendulums has been the subject of 
numerous papers [1-4]. 

The study of a triple link system is, in contrast, a highly non
linear, multi-variable, higher order, unstable system. This can be 
used for the development of walking robots, flexible space 
structures, automatic aircraft landing system, biped locomotive 
machines since it can be considered a simplified model of the 
human standing on one leg[4-6]. In this paper, a TLIP mounted 
on a cart that can move horizontally is controllable and can be 
stabilized in the upward position with a single control input [3,7-
8]. In this paper, a continuous time Linear Quadratic Regulator 
(LQR) is used for controlling the Triple link inverted pendulum 
in simulation. 
The aim of the work is to improve the overall performance of the 
TLIP in the steady state. Some concepts such as stability and 
controllability are also discussed in this paper. The rest of this 
paper is organized as follows. Section 2 describes the 
mathematical model and equations of system. Section 3 is 
related to the design of the LQR controller. Simulation results 
are presented in section 4 followed by the conclusions in section 
5. 

[978-1-4799-4040-0/14/$31.00 ©2014 IEEE] 

II. MATHEMATICAL MODELING 

The mathematical model of the TLIP is established by the 
Lagrange method [3] and its schematic representation is shown 
in Fig.!. The pendulum's system consists of three steel links of 
various lengths mounted on a cart. The cart is driven on a rail 
track by a permanent magnet dc servo motor through a cable 
pully assembly. The mathematical model for the pendulum is 
constructed using the Lagrange method [3-4] under the 
assumptions similar to those Furuta et al. (1980) [1, 5]. 

.-__________ �_.----------------------__ x 

Fig.l. Triple inverted pendulum system on cart 

The TLIP in Fig.1 shows that M is Mass of the cart, ill; -

Mass of the ith link, 1; - distance from the lower position sensor 

to the center of gravity of the ith link, L; - Total length of the ith 

link, I; - Mass moment of inertia of the ith link about its center 

of gravity, r - Cart's position from the middle of the rail track, 

B; - Angle of the ith link from the vertical position, Cc 

Dynamic friction coefficient between the cart and the track, C; -

Dynamic friction coefficient for the ith link, Jl j - Coulomb 

friction coefficient for thejth link. 
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The kinetic, potential and friction dissipation energies are given 
as follows: the kinetic energy is 

3 
T = 0.5L1; B/+ 

i=1 

+0.5Mr2 

(I) 

The potential energy is 

3 i-I 
V= Lm;g(licos(B;)+ L Lkcos(Bk)) 

;=1 k=;-2 
(2) 

And the dissipation energy is 

3 . 2 . 
D=0.5LCI(B/-B i-l)+ 0.5CJ2 

;=1 

(3) 

The system's nonlinear dynamics equations can then be given in 
the following form 

F(q)q = -G(q,q)q- H(q) + L(q,u) 
(4) 

Where 

AI 
�cos(�) 

F(q) = 
A18cos(�) 

As A"sin( �)� 

Ci..q,q)= 0 Al3 
o �2sin(�-�)� +� 

o �3sin(�-&;)� 

r 0 
BI 

H(q) = 
A17 sin(Bl) 

q= 
B2 A27 sin(B2) 
B, A34 sin(B,) 

Ksu - sign(r)f..lrNr 
-sign(BI)f..leINel L(q,u) = 
-sign(B1)f..le2Ne2 
-sign ( BI )f..le3Ne3 

Agsin( &;)&; 

Where u is the control input and Ks is the overall systems input. 

The system parameters, as given in the appendix Matrix A, are 

determined either by the direct measurements or from the 

experimental data. 
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A= 

B= 

0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 1 0 
0 0 0 0 0 0 0 1 
0 -7.6 -0.156 -0.0005 -4.9 0.0005 -0.0005 0 
0 38.9 -23.9 -0.07 ILl 1 -0.00460.0087 -0.0037 
0 -37.03 82.75 -2.01 -10.55 0.0087 -0.0234 0.0253 

o 
o 
o 
o 

o -1.7 

0.903 
-2.02 
1.91 
0.09 

-52.8 71.99 -0.49 -0.0037 0.0253 -0.4 

(5) 

(6) 

The Ai is the systems constants given in the appendix. 

III. LINEAR QUADRATIC REGULATOR 

The plant is linear time invariant and the state space equation is 

X= AX+Bu (7) 
It can make the performance index J achieve the minimum value 

J = f (X1QX +uIRu)dt 
o (8) 

Where Q is a semi definite matrix, R is a positive definite 
matrix, Q and R are the weighting matrixes of state variable and 
input variables respectively [2] [8].For the smallest performance 
index function. At first Hamilton function is constructed, 
derivation of this was obtained and makes it equal to zero, which 
can determined the optimal control rate: 

u(t) = -Kx(t) = R-1BT Px(t) (9) 

Where P is the only positive definite symmetric solution which 
meets the Riccati equation 

(10) 

In the design of the controller, one of the key problems is to 
select weight matrix Q and R in the quadratic performance 

indexes. For the Triple link inverted pendulum system, several 
different weighting matrices were tried and tested. The elements 
of the final Q matrix are larger than the elements of the R 
matrix. This selection translates into a controller that is more 
sensitive to the states of the system than the control input. The 
logic behind this choice is that since the main design criterion is 
stability, therefore the system states should dictate stability. The 
elements of the Q and R matrices of the LQR selected for the 
system under consideration are: 

Q=diag([ 400 6000 700 0 0 140 0 0.1 D; 
R=I 

Therefore the optimal feedback gain matrix is 

K= 
1.ili+aB * 

[-O.02X> -O.32X) 0.8522 -3.5432 -O.Ot58 -0.1442 -OJJTTl -0.4105] 

The Eigen value of system Matrix A and closed loop system 
matrix Ac is given below in the following table l. 

TABLE I EIGEN VALUES OF MATRIX A AND AC 

Sino Eigen value A Eigen value Ac 

1 0 -25.7123 

2 9.8691 -9.6201 

3 8.1493 -8.8233 

4 4.3265 -8.0303 

5 -10.4277 -6.1828 + 1.0041i 
6 -8.6358 -6.1828 - 1.0041 i 
7 -6.3749 -1.2164 + 0.9812i 
8 -2.2345 -1.2164 - 0.9812i 

From the Eigen value in Table I, it is clear that for the system 

matrix A, it is unstable and after adding gain K and Matrix B, 

the new Eigen value of Ac are stable in nature. 

IV. SIMULATION RESULTS 

Based on the simulations, the plot in Figs.2a & 2b shows 

position and velocity of the cart respectively. It may be seen in 

Figs.2a & 2b that the cart stabilizes after going through initial 

transition. Similarly, Figs.3a&3b, Figs.4a &4b, and Figs. 5a&5b 

present the plots related with angular displacement and angular 

velocity of the bottom link, middle link and bottom link of the 
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TLIP. These plots also confirm that like cart, the links also 

stabilize with time. At the same time, it is obvious that settling 

time is very small. It is less than 4 seconds in almost all the cases 

which is a very good sign the efficacy of the LQR controller. In 

all simulations the systems was stable, conforming the LQR 

properties of the control system. 

1.2,----�-�-�-�-�-�-�-�-�� 

0.8 
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Fig. 2a. Cart Position 
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Fig. 2b. Cart Velociy. 
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Fig. 3a. First link: Angular displacement 
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Fig. 4a. (Second link: Angular displacement) 
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Fig. 4b. Second link Angular velocity. 
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Fig. 5a. Third link: Angular displacement. 
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Fig. 5b. Third Link: Angular velocity. 

V. CONCLUSION 

10 

This paper presents the use of the LQR controller to stabilize a 

TLIP on a moving cart. An optimal control system was 

designed to balance the same designed successfully. Simulation 

results clearly show the effectiveness of the proposed controller. 

Many other research problem are left for future work such as one 

can used intelligent control technique for the TLIP and other 

higher degree of freedom system. 

Constants Value 
A ,  = M + m, + m, + m; 

A, = m ,l , + (m, + m,)L, 

A; = m,l, + mil, 

A4 = m3l3 

As =C, 

A6 = -m ,!, - (m, + mJL, 

A7 = -(m,i, + m3L,) 

A, = -m3l3 

A,l = [m ,l , + (m, + m3 )]L, 

Appendix 

Constants Value 
A19 = (m ,i, + m;L,)L,  

A'I) = I, + m,L,' + m ,l,' 

A" = m)3L, 

A22 = -(m ,i, + m 3L,)L,  

A" = -C , 

A'4 = C , + C 3  

A ,s = m ,1,L, 

A" = -C; 

A'7 = -g (m ,l, + m 3L,) 

A ,o = I, + m,l ,' + (m, + m,)L,' A 28 = m,l3 

All = (m,l,+ m3L,)L, A" = m; i3L , 

A" = mJ;L, 

A'3=C ,+C, 

A'4 = (m,l, + mil, )L, 

A ,s =-C, 

AI6 = mJ;L, 

AI7 = -g(m,!, + m,L, + m;L,) 

AIR = m,i, + mil, 

A'I) = m,l3L, 

A" = I, + m,l;' 

A,, = C 3  

A 3 3 = - m; i3L , 

A'4 = -gm,l3 

A;s = - m 3i3L, 

A" = -C; 
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Abstract 

The debate on significance of numerous political, economic and financial indicators driving crude oil prices is 
perpetual.  There is no single indicator which can provide a complete picture of how prices can be determined. Nor a 
simple combination of input indicators can provide accurate and robust price forecast methods.  In particular, feature 
selection plays a key role in designing a forecasting model for oil prices. However, all existing method of predicting 
oil prices have accounted for non-linearity, non-stationarity and time-varying structure of crude oil prices but seldom 
focus on selecting significant features with high predicting power. Besides, there is lack of competent feature 
selection techniques based on associations and dependency of indicators for designing the input vector of oil price 
forecast. For this purpose, a novel two-stage feature selection method “MI3Algorithm” is proposed for inferring non-
linear dependence between oil prices and strategic indicators driving them by employing interaction information and 
mutual information as measure of redundancy(or synergy) and relevance. The study targets to figure out the 
importance and impacting mechanism of key indicators driving crude oil prices based on the proposed feature 
selection algorithm employing multi-layered perceptron neural network (MLP), general regression neural network 
(GRNN) and cascaded neural network (CNN) as forecasting engine for oil price prediction. The results confirmed the 
superiority of proposed algorithm compared to some other methods. Besides its high accuracy, the proposed 
algorithm provides non-redundant and most relevant features as compared to other methods employed in study. 
 
© 2014 The Authors. Published by Elsevier Ltd.  
Selection and/or peer-review under responsibility of ICAE 
Keywords: Feature Selection ;Mutual Information; Interaction Information; Neural Networks; Oil price forecasting 

1. Introduction 

The “price of oil” is a critical factor with substantial impact on world economics, be they are part of 
OPEC or Non-OPEC countries. According to BP  , oil remains the world’s primary fuel, accounting to 
33.1% of global energy consumptions. Oil prices have been steadily rising for several years and in July 
2008 stand at a record high of above US$140/bbl. Later, it declined due to global economic crisis at the 
end of 2008, which took long to recover by 2010 as US$75/bbl. This rise or decline in oil prices 
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stimulates for studying in detail the factors behind movements in the “price of oil”. There are large 
number of factors, which are complex, noisy, and uncertain influencing crude oil prices [1]. In order to 
build an effective model, careful attention should be paid on selecting informative and influential inputs 
which cause changes in prices [2]. However, until recently, the input variables of oil price forecast is 
selected on judgmental criteria or trial and error procedures [3]. Most of the studies were concentrated on 
non-linearity, non-stationarity and time varying properties of oil prices but seldom focus on designing a 
robust feature selection method for selecting significant inputs to improve forecasting accuracy. In this 
context, the study proposes a two stage non-linear feature selection method as discussed in next section.  
 

2. MI3 Algorithm for feature selection 

Inspired by the superiority of information-theoretic approaches, the study propose “MI3 Algorithm” 
composed of mutual information and interaction information for finding drivers of oil prices. The 
proposed algorithm consists of two stages. In the first stage, mutual information based irrelevance filter is 
used to selects the most relevant features from the set of candidate inputs. In the second stage, interaction 
information based redundancy filter removes the redundant features from selected relevant candidates. 
The selected features are used as set of input variables to build MLP, GRNN and CNN forecasting 
models. The structure of the proposed MI3 Algorithm is shown in fig 1. 

 
 
 
 
 
 

 
Fig 1 Structure of the proposed MI3 feature selection algorithm 

3. Numerical Results 

   Globalization hypothesis of oil prices moving together holds independently of whether the market is 
crashing or booming. In this study, WTI crude oil spot price is chosen as target variable as it is considered 
benchmark oil in global terms. The factors driving oil prices are classified into eight classes: Supply, 
Demand, Reserves, Inventory, Future Market, Exchange Rate, Economy and Weather. The data is 
collected on monthly basis from EIA, World Bank and Bloomberg databases from January 1994 – 
December 2011. The data is pre-processed by scaling to (-1, 1) as input for MLP and it is standardized 
(by subtracting the median and dividing by the interquartile range) as input for GRNN. The proposed 
algorithm is used to identify the set of most relevant and non-redundant features. In stage 1, mutual 
information is computed. The candidate inputs with the relevance rank (normalized relevance value with 
respect to maximum MI) and feature number are shown in table 1.    

Table 1 Selected input by Stage 1 irrelevance filter for WTI crude oil price market 

Feature  

(Rank, No.) 

NYMEX future 
prices 
(1, 18) 

India Consumption 
(2, 6) 

OPEC Reserves 
(3, 10) 

China GDP 
(4, 22) 

India GDP( 
5, 23) 

Feature 

(Rank, No.) 
OECD 
Reserves(6, 9) 

U.S GDP 
(7,26) 

Reserve-Production 
Ratio 
(8, 12) 

U.S. Inflation 
(9,24) 

U.S. Refinery Capacity 
(10, 17) 

Feature Set 

Stage 1: Irrelevance Filter  

Stage 2: Redundancy Filter 

Final Feature Set 
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Feature 

(Rank, No.) 

Strategic 
Petroleum 
Reserves 
(11, 13) 

Non-OECD 
Consumption 
(12, 4) 

China Consumption 
(13, 5) 

OPEC Supply 
(14, 2) 

Non-OPEC Production 
(15, 1) 

Feature 

(Rank, No.) 
EUR/ USD 
(16, 21) 

China Reserves 
(17, 11) 

U.S. import from 
Non-OPEC 
(18, 15) 

OECD Stocks 
(19, 14) 

JPY/ USD 
(20, 20) 

Feature 

(Rank, No.) 

OPEC Spare 
Capacity 
(21, 8) 

GBP/ USD 
(22, 19) 

U.S. import from 
OPEC 
(23, 16) 

OECD Consumption 
(24, 3) 

Primary Energy 
Consumption 
(25, 7) 

Feature 

(Rank, No.) 

U.S. Cooling 
degree days 
(26, 28) 

U.S. Heating degree 
days 
(27, 27) 

Geopolitical and 
Economic Events 
(28, 25) 

  

Further, the 3-variable interaction information is computed. The algorithm in stage 2 start with maximum 
relevance rank variable X18. The interaction information is negative for a single set {Y, X18, X25}. The 
redundant variable is filtered by comparing mutual information I{Y, X18) and I{Y, X25). The results 
obtained in table 1 shows I{Y, X18)  > I{Y, X25), therefore, X25 is filtered out and the process continues for 
next subsequent ranked variables. The stage 2 of proposed algorithm has reduced the number of candidate 
input to 16 from 28 (approx. 50% of actual number) which are non-redundant and relevant in nature. In 
this experiment, the performance of two stage feature selection MI3 algorithm is evaluated with known 
feature selection techniques as: Modified Relief + Mutual Information (MR + MI) [4], Modified Relief 
(MR) and Correlation feature selection (CFS). The proposed MI3 algorithm with three forecasting engines 
is compared with 6 single-stage models (MR / CFS) and 3 two-stage models (MR + MI). The ultimate 
goal of this study is to select informative inputs to build effective forecasting model for crude oil price. 
The performance criteria to compare the effectiveness of the different models are root mean square error 
(RMSE), mean absolute error (MAE) and mean absolute percentage error (MAPE) and are shown in table 
2 for 12 ensemble models. MI3 algorithm with GRNN and MLP has performed superior to other 
competing ensemble methods (least RMSE, MAE & MAPE). CFS seems to be performed well with MLP 
but there are several limitations regarding relevance, redundancy and basic assumption of conditional 
independence associated with it. The proposed algorithm is superior in finding the set of non-redundant 
features compared to features selected through (MR+MI) algorithm as there exist two pairs of features 
selected for which interaction information is negative.  The proposed algorithm is a fully automatic 
algorithm that doesn’t require user to specify the number of features to be extracted or to specify any 
threshold. Most of the competing feature selection method fails to perform well as they assume that 
features are conditional independent within the classes. The proposed algorithm overcomes this limitation 
using the concept of interaction information. The explanatory power for oil price using sixteen selected 
features is 99.01%, indicating that the variable reduction is reasonable and will have no essential 
influence on subsequent analysis. The final features selected from proposed algorithm are shown in table 
3. It shows enormous impact of emerging economies in driving crude oil prices. Our results have proved 
the importance of Non-OECD consumption through recent change in data post 2009. Further, Non-OPEC 
production which constitutes production from developed countries is also influential in deciding direction 
of crude oil prices. Results indicate that NYMEX future prices are not a sole indicator driving the 
directions of spot oil prices.  

Table 2 Performance evaluation for WTI crude oil price forecasting 

Model RMSE MAE MAPE Model RMSE MAE MAPE 

MI3 + GRNN 0.32 0.25 0.92 MR+GRNN 2.38 1.55 3.99 

MI3+ MLP 0.60 0.46 1.68 MR+MLP 1.27 0.85 2.81 

MI3+ CNN 2.27 1.73 5.07 MR+CNN 4.11 2.81 8.65 
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MR+MI+ GRNN 1.51 0.96 2.38 CFS+GRNN 1.82 1.15 2.94 

MR+MI+MLP 0.48 0.29 0.89 CFS+MLP 0.39 0.29 0.92 

MR+MI+CNN 1.46 0.97 2.67 CFS+CNN 3.01 2.21 7.11 

Table 3 Explanatory power of 16 selected factors based on MI3 algorithm  

Feature Non-OPEC 
Production 

OPEC 
Supply 

Non-OECD 
Consumption 

China 
Consumption 

India 
Consumption 

OECD 
Reserves 

OPEC 
Reserves 

China 
Reserves 

%  1.21 0.01 1.96 1.63 3.73 0.16 9.49 5.73 
Feature Reserve 

Production 
Ratio 

Strategic 
Petroleum 
Reserve 

U.S Refinery 
Capacity 

NYEMX 
Future Price China GDP India 

GDP 
U.S 

Inflation U.S.GDP 

%  15.09 2.96 4.27 15.89 10.67 5.32 11.22 10.67 

4. Conclusions 

In this paper, we presented a novel two stage MI3 algorithm for selecting informative inputs to build a 
forecasting model of crude oil forecasting. The algorithm is composed of informatics-theory approaches 
for studying the dependency and association of input variables for prediction problems. The results shows 
superiority of proposed algorithm in finding most relevant and non-redundant inputs compared to some 
known methods. The results highlighted MI3 + GRNN as best forecasting tool for crude oil prices. The 
proposed algorithm reduced the number of candidates to approximately half of actual number of inputs. 
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