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Abstract There are several ways for human computer interaction in the modern era
of electronics. In the present day, computers motion recognition is used very effi-
ciently for playing games. The work done in this paper presents a simple and
low-cost device for the movement of cursor on computer screen or to rotate the
three-dimensional images. For the movement of cursor the data of accelerometer
sensor (according to hand movement) is fed to the controller unit and after pro-
cessing it is sent serially to the computer through RS 232 protocol. The developed
device is used for all applications as accomplished with mouse. The proposed
device senses the end user action with the help of accelerometer and push buttons.
The air mouse is comfortable to wear, and does not considerably obstruct entering.
It functions completely as serial mouse available in the market, and even has the
feature of scrolling as the conventional mouse. This innovative approach improves
the end user’s experience with day-to-day task and playing games in computer.
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1 Introduction

A mouse is a representative device specially in computing. The operation of which
depends on recognition of gestures in two-dimensional space. Materially, a mouse
is a device made up of optical sensor embedded with electronic components. It at
times features other elements, such as “wheels”, which permit the user to execute
various system-reliant processes, or additional controls or features can add extra
dimensional input. The present technology in mouse needs it to rest on a hard
surface and there will be variations in the sensitivity as and when the surface is
changed and there is also a need for us to move back and forth between the mouse

P.S. Venkateswaran � Vivek Kaundal � A.K. Mondal (&) �
Abhishek Sharma � Vindhya Devalla � Shival Dubey
University of Petroleum and Energy Studies, Dehradun, India
e-mail: akmondal1603@gmail.com

© Springer Science+Business Media Singapore 2017
R. Singh and S. Choudhury (eds.), Proceeding of International Conference
on Intelligent Communication, Control and Devices, Advances in Intelligent
Systems and Computing 479, DOI 10.1007/978-981-10-1708-7_49

435



and the screen during presentations [1, 2]. By resting our hands on a hard surface, it
weakens the muscles and creates carpel tunnel syndrome [1, 3, 4]. But air mouse
which can be worn as a glove and one can type and at the same time by moving
one’s hands, user can move the mouse pointer on the screen.

2 Materials and Method

2.1 Design and Outlook

All the technologies which have been used so far needs the mouse to be placed on a
hard surface and all these technologies uses optical or mechanical means for
position tracking. Air mouse uses an accelerometer sensor which gives the accel-
eration of the hand in the XY plane in air and this motion is transformed to point the
cursor on the screen. This transformation is done using a high-speed microcon-
troller with an inbuilt ADC and sending the serial data via a cable to the computer.
There is a filtering circuit for removing noise and an amplifier circuit to increase the
gain of the signal. The total functioning of the device is like a serial mouse to make
it cost efficient but the special thing about it is that since it makes use of the
accelerometer sensor it can be used in midair, as shown in Fig. 1.

2.2 Components and Fabrication

The air mouse device consists of the following components

a. Accelerometer: The ADXL 203 is sized at 5 � 5 � 2 mm3. The main features
of it include the high rate of precision, low power consumption and dual-axis

Fig. 1 Air mouse
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accelerometer that gives signal-conditioned output voltage. It measures accel-
eration with a full-scale range of ±1.7 g. It is able to measure only two types of
dynamic and static acceleration. Its bandwidth is less than 60 Hz and is been
selected by the user by inbuilt capacitor and output pins.

b. Amplifier and Filter Circuit: In order to remove the unwanted frequency noise at
the input terminals of ADXL IC, a lowpass filter was used. Then a
dual-operational amplifier LM358 is used. It comprises of two-operational
amplifiers having features including high gain and better stability. They work on
same power supply. The differential part amplifies the accelerometer output. On
providing suitable gain into the accelerometer, output results into higher reso-
lution with the ADC.

c. ATmega32 microcontroller: The ATmega32 is an 8-bit microcontroller fabri-
cated on the CMOS technology and its architecture is based on the advanced
virtual RISC architecture. In a single clock cycle, with the help of executing
instructions ATmega32 has the capability of providing the throughputs at the
speed of 1 MIPS per MHz. This feature allows the system with optimized power
consumption and high processing speed. It has a 10-bit ADC that converts the
analog signal into digital using the successive approximation technique.
PORT A is the ADC port in ATmega32. The controller used in this paper is
used to convert the analog filtered signals to computer compatible format, i.e.,
2’s compliment format.

d. Max 232A (RS232 to TTL): Max232A [5] it requires +5 V dc voltage and also
external capacitors for the proper operation. It uses a voltage inverter with the
rating of 10 V. According to RS-232 protocol the 0 V is taken in the range of +5
to +15 V and for the 1 V range varies from –5 to –15 V. Most of the micro-
controllers do not have capability to generate this range of voltage. In order to
connect a microcontroller SCI port to a true RS-232 device, for this it is necessary
to convert the range of TTL voltage (0 and +5 V) into voltage range of –10
to +10 V.

3 Operation and Program Design Flow

3.1 Hardware Operation

The operation of the air mouse is focused on information gathering and processing.
Output of the accelerometer passes through three stages to pass through lowpass
filter to remove noise due to high frequency. The second stage is known as dif-
ferential amplifier stage. Second stage is of differential stage amplifier, it amplifies
the signal by a factor of two and increases the accelerometer output from 1.5 to
3.5 V for –1 to 1G to 0.5 to 4.5 V. Thus by introducing the suitable gain into the
output given by accelerometer will improve the resolution of the inbuilt ADC.
There is generation of negative and positive voltage which is used as the differential
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input for both accelerometer and potentiometer output. Potentiometer helps to tune
the accelerometer 0 G level to a voltage of the desired choice. By providing the
output of the amplifier through a resistor ADC circuit is prevented from exposure of
high current. Combination of diode and resistor generates the +5 V output. The
output is taken from the junction of potential divider circuit formed by the com-
bination of resistor and diode. It also prevents the following things:

i. Generation of output voltage from amplifier not more than 5 V.
ii. The threshold voltage of the diode (0.67 V in case of Si).

Besides these two accelerometer inputs, there are four push-buttons inputs in the
form of enable/disable functionality, left click, right click, and mouse scrolling of
the mouse to the microcontroller, the same has been shown in Fig. 2.

3.2 Program Operation Flow

Figure 3 is representing the flow diagram of the air mouse program. Initially user
has to wait for the computer to toggle the RTS line. When it does, “MZ” signal is

Fig. 2 Simulation model for air mouse
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sent indicating that it is a Microsoft serial scroll mouse. The response for five
queries is done, then deactivate query response is functionalized and finally the start
mouse operation is performed.
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Fig. 3 Flowchart of the air mouse program operation
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If the mouse is inactive, the program cycles through the button sampling until
the mouse is active. After the sampling of button is made, mouse is empowered and
acceleration axis checking is been done. If X has not been sampled, set the sample
multiplexer to Y, sleep until X is prepared, and sample X. The multiplexer is fixed to
Y before X is been sampled because the present sample being processed is con-
tinuously taken off of the current multiplexer value, which is X, if X has not been
sampled. If X has been sampled, Y has to be checked to see whether it has been
sampled or not. If it has not been, set the multiplexer to X, sleep until Y is prepared,
and sample Y. If Y has been sampled, adjust the samples to the correct twos
complement numbers, scale them, and create the serial packets. Send the serial
packets, indicate that X needs to be sampled, and return to the beginning of the
loop. The mouse is enabled and disabled by one of the sampled buttons.

Initialize ADC of μC
Initialize USART of μC
char data;
int main ( )
Calculate XYcor;
end for
Display to LCD
end for
Cmd to USART;
Locate XYcor to Screen;
end for
Updt_USART;
end for
Finding new XYcor;
Return to finding XYcor;
end for

Notations: 

char: Character initialization of 8 bit
XYcor: Locate coordinates of screen in two 
dimension
Updt_USART: updating of USART value
USART: Universal synchronous asynchronous 
Receiver Transmitter 
ADXL_Sensor: Accelerometer Sensor value in 
XY coordinates

3.3 Applications

i. For ease of conducting seminars or official meetings in a large hall since it
requires wearing of a simple glove which acts as the mouse. Also, many of the
tasks where both the keyboard and mouse are required, makes the user frus-
trating and awkward to switch back and forth between them. The same can be
easily solved by the proposed solution.

ii. Air mouse prevents its users from occupational disorders like Carpal Tunnel
Syndrome. This is caused by resting wrist on a hard surface as in the case of
conventional mouse. No need to move back and forth between the projected
slide and the system to open or close any related files. It is an innovative way to
maintain proper ergonomics.

440 P.S. Venkateswaran et al.



The tricky part of this algorithm is its timing and the conversion of the
accelerometer output to the proper 2’s complement number. There might be some
issues pertaining to the accelerometer readings probably when the sensor is moved
on the NW–SE plane. But for getting good readings the microprocessor can be put
to sleep until the reading becomes ready.

4 Conclusion

The design is aimed at the utilization of movement of hand to yield a cursor
velocity, and the desired results are easily achievable. The device will work well if
the pitch and roll functions are taken into consideration properly. Rolling the device
counter-clockwise or clockwise moves the mouse to the left or to the right. Pitching
the device towards one or away moves the mouse down or up. The vertical motion
of the mouse is reversed, like a joystick. This type of gesture is simple to accli-
matize to than having the pitch non-inverted. The present model of the Air mouse is
a hand glove type hence there might be problems of varying size of human hands.
Moreover there is always a need of a cable attached to the computer. This can be
avoided by devising the circuitry in a wireless environment. In extended forms of
this project, one can use a gyro the cost of which is very low. So that gravity in the
motion sensing can also be taken into account for achieving perfection in posi-
tioning of the device in the free space.
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Abstract—Various types of noise affect Magnetic 
Resonance Images and consequently interrupt in correct 
diagnosis. Thus, noise reduction is a major task while working 
with Magnetic Resonance (MR) Images. The process of 
denoising reduces the undesirable noise, but at the same time 
the denoising process needs to preserve the image features as 
well. Various techniques are available for noise removal from 
MR Images. Non local means filtering approach is a popular 
denoising technique for MR images. Modifications have been 
performed on the original Non Local Means algorithm to apply 
it on numerous applications. The aim of this paper is to denoise 
MRI by a novel approach, making use of a median and wiener 
filter in conjunction with the Non local means filtering 
technique.

Keywords—Non local means filtering; Wiener Filter;
Median Filter; Magnetic resonance imaging 

I. INTRODUCTION
Today’s medical diagnosis and research is greatly 

supported by Magnetic Resonance Imaging (MRI). Accurate 
medical diagnosis depends upon the quality of the acquired 
image. These MR images get affected by noise during the 
image acquiring process, thus making filtering a necessary 
pre processing step for numerous medical diagnoses like 
segmentation, classification, 3D reconstruction and 
registration tasks. MRIs contain noises from various 
sources, including noise from stochastic variation, noise 
arising from eddy currents and numerous physiological 
processes, artefacts due to magnetic sensitivity between 
neighbouring tissues, rigid and non rigid body motion and 
other sources [1, 2]. The electrically conducting tissues in 
the patient’s body produce thermal noise which is a major 
source of noise in MRI [3]. As a result, uncertainties are 
introduced while measuring different parameters, leading to 
inaccurate computer analysis. Therefore noise removal 
becomes a necessary task when handling images. All the 
signal frequencies in MR images get affected by noise. It 
can be considered that the noise existing in the image is
complex Additive White Gaussian Noise (AWGN) which 
possesses a zero mean value [4], if the noise is independent
of the signal. In case of MR images, the real and imaginary 

parts of the spatial distribution of noise usually depends on 
signal and ensues a Rician distribution [5, 6], when the 
signal-to-noise ratio (SNR) of the noise signal intensities has 
a value less than 2. If the value of SNR is quite high, then it 
is seen that the Rician distribution follows a Gaussian 
distribution. The noise present in MR images can be 
removed by various techniques such as spatial and temporal 
filter, anisotropic diffusion filtering, non local means 
algorithm (NLM), bilateral and trilateral filters, wavelet 
transformation, curvelet and the contourlet transformation, 
linear minimum mean square error estimation, maximum 
likelihood approach, statistics/estimation of nonparametric 
neighbourhood and singularity function analysis [7].

II. RELATED WORK
Eng et al. [8] proposed a novel filter known as Noise 

Adaptive Soft-Switching Median (NASM) filter. It was a
median filter based on the fuzzy-set theory integrated with 
switching. Impulse noise was removed while maintaining 
signal details and effectively handled noise density 
variations.  Lin et al.  [9] proposed a filter using the 
minimum mean square error of the wiener filter. This filter 
was applied in wavelet domain along with non local means 
filter. Chan et al. [10] combined median filtering technique 
and the non local means method, to obtain a stronger 
estimation of weights.  Mohan et al. [3] proposed a unique 
technique for removing Rician noise from magnetic 
resonance images. It was based on wiener filter’s 
Neutrosophic set. The experiments were carried out on a set 
of simulated images obtained from Brainweb database with
addition of Rician noise. This method preserved image 
details.  Salvadeo et al. [11] proposed a technique to filter 
noise in Computed Tomography images by making use of 
Non Local Means and Generalized Wiener Filter (GWF).
GWF is a contextual version of Wiener Filter. This method 
delivers significant results without much increase in the 
computational cost. Vega et al.  [12] presented a novel 
method for denoising of Diffusion Weighted Images which 
worked in conjunction with wiener filter and non local 
means filter. Huang et al. [13] proposed an enhanced non-
local means method by using a novel weighted kernel for 
preprocessing, thereby preserving image features. Joshi et
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al. [14] enumerated various optimization techniques 
developed for Non Local Means filtering approach, used 
particularly with MR images.  

III. METHODOLOGY
The proposed approach in this paper removes noise from 
MR images and also preserves the edges and fine structures, 
without causing much blurring of the image. To accomplish 
this, denoising has been performed in spatial domain by 
using union of median filter and wiener filter with a NLM 
filter. In this algorithm, the noisy MR Image has been firstly 
pre-processed with median filter. After pre-processing, the 
image is filtered using wiener filter in spatial domain. This 
filtered image is further denoised using NLM filter. Figure 1 
illustrates the simplified block diagram of this proposed 
approach.

A.  Wiener Filter 
Wiener filtering is a general approach for reconstructing 

a noisy signal. Wiener2 function makes use of adaptive 
Wiener method and utilizes the statistical data which has 
been approximated from the local neighborhood of every 
pixel in the image. The wiener2 function adaptively 
employs Wiener filter on the noisy MR image and gets 
adjusted to the variance of the local image.  Wiener2 
accomplishes little smoothing where the value of variance is 
high and vice versa. This approach generally yields 
improved results as compared to linear filtering. This 
adaptive filter is better as compared to linear filter as it 
preserves edges and other high frequency components of the 
image. While using wiener2 function it is considered that 
the signal has been corrupted by white Gaussian noise. This
white Gaussian noise is signal independent and possesses 
zero mean. 

B.  Median Filter 
Although the median filter shares some similarity with 

the mean filter in reducing noise in an image, it proves to be 
better than the mean filter in preserving useful image details. 
Each pixel in the noisy image is replaced with the median 
value of its nearby neighbouring pixels. The median of this 
block of pixels is computed by first arranging all the 
surrounding neighbourhood pixel values into a numerical 
order and then replacing the desired pixel with the value of 
the centre pixel. 

C. Non Local Means 
Buades et al. [15] suggested a powerful noise removal 

approach known as Non Local Means filter.  It was
constituted on the basic theory of averaging all the non local 
pixels in the image. A specific pixel’s gray level is 
compared with the geometrical composition in its entire 
surroundings.
According to Buades et al. [15], when a distinct image i
(consisting of some noise) is taken into consideration such 
that

i={i(x)| x∈I }
the approximate non-local means value NL൫i(x)൯, for a pixel x, is calculated as  

NL൫i(x)൯ = ෍ w(x,y) i(y)
y∈I

Fig. 1. Block diagram of the proposed approach 

where the set of weights {w(x,y)}y is dependent upon the 
amount of similarity that exists between the pixels x and y
and fulfill the given condition

0≤w(x,y)≤1 and  ∑ w(x,y)y =1

NL൫i(x)൯ denote the weighted average of the image’s pixels. 
The similarity that exists between the two pixels ݔ and is ݕ
determined by intensity gray level vectors i(Nx) and i൫Ny൯,
where Nk correspond to the pixel neighborhood having a 
square configuration and centered at a pixel k and having a
fixed size. The Euclidean distance d (a decaying function),
which is also weighted in nature, is used for measuring the
similarity between the pixels and is given by 

d=∥i(Nx)-i൫Ny൯∥2
2

,p

where p > 0 depicts the standard deviation of the Gaussian 
kernel. If the gray level neighborhood of a pixel are similar 
as that of  i(Nx), then it possess  larger weights in 
computing the average as compared to other pixels in the 
image. The weights are determined as  

w(x,y)= xZ(x) e-ቌ∥i(Nx)-i൫Ny൯∥2,2 ph2 ቍ
where Z(x) is the normalizing constant   

Z(x)= ∑ e
-ቌ∥i(Nx)-i൫Ny൯∥2

2
,p

h2 ቍ
y   

and parameter ℎ represents the degree of filtering and it 
controls the decay of the exponential function. Norm
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function is denoted by the symbol ||. In 3-D, a voxel is a
volumetric pixel. In a 3-D object, the voxel represents the 
smallest distinct element and is used to analyze data from 
various medical imaging machines. Associating a particular 
voxel to all other rest of the voxels in the image will greatly 
increase the computational time. In order to avoid this, the 
number of voxels to be considered for computing the 
weighted average are restricted only to a “search volume” 
Vi, centered at the current voxel ix, instead of the entire 
image. In [16], Buades et al. proved that the Non Local 
Means filter gave remarkable output while using various set 
of 2-D images. 

IV. EXPERIMENTAL RESULTS
The experiment has been performed using various  

simulated MR images of brain by addition of Gaussian noise 
with different values of sigma such as 6, 9, 13, 20, 25 and
results compared with the original NLM technique. It was 
observed that for various values of sigma, the peak signal to 
noise ratio (PSNR) got increased where as the Mean Square 
Error (MSE) was decreased compared to the original NLM. 
The following tables and figures show the various results for 
different values of sigma. 

Table 1 
SIGMA =6 

Technique PSNR MSE

Wiener enhanced NLM 41.01 5.18

Original NLM 40.13 6.35

SIGMA =6
Figure 1 

TABLE 2 
SIGMA =9

Technique PSNR MSE

Wiener enhanced NLM 40.31 6.091

Original NLM 39.22 7.82

SIGMA =9
Figure 2 

TABLE 3 
SIGMA =13 

Technique PSNR MSE

Wiener enhanced NLM 39.30 7.69

Original NLM 36.96 13.19

SIGMA =13 
Figure 3 

TABLE 4 
SIGMA =20 

Technique PSNR MSE

Wiener enhanced NLM 37.644 11.27

Original NLM 34.06 25.72
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SIGMA =20 
Figure 4 

TABLE 5 
SIGMA =25 

Technique PSNR MSE

Wiener enhanced NLM 36.58 14.37

Original NLM 32.43 37.38

SIGMA =25 
Figure 5 

V. CONCLUSIONS 
In this paper a novel technique has been discussed for

denoising MRI using the median filter and wiener filter in 
combination with the non local means filter. Performance of 
this approach has been assessed qualitatively and 
quantitatively with PSNR and MSE measures, on various 
simulated MR images of brain. Better results are obtained as 
compared to NLM. However, computation time is increased.   
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Abstract—This Paper has presented a new approach to design and 
simulation for Ku band. This proposed designed antenna is very 
useful for satellite communication. Coplanar capacitive coupled 
feeding technique was used to reduce probe inductance. This 
feeding technique is mutually coupled with this patch and feeding 
patch. This microstrip rectangular patch antenna has two dielectric 
substrates. First substrate which is just below the patch is RT 
Duroid ( =3) and above the ground second dielectric is Air( =1). 
Both dielectric materials has sandwich. So that bandwidth of the 
antenna. The resonating frequency of capacitive coupled double 
dielectric rectangular patch is 16GHz. Design and analysis of this 
rectangular patch antenna has been done in HFSS software. 
Bandwidth of simulated antenna is 4.5GHz. Return loss of this 
antenna is around . 

Keywords—Microstrip; Capacitive coupled; Ku Band; 
Rectangular Patch; Double Dielectric Materials 

I. INTRODUCTION 

Microstrip patch antenna is playing a main role of Digital 
communication, Satellite Communication, Wireless 
communication, Cellular Communication. Microstrip patch 
antenna has so many advantages like easily fabrication, durable, 
light weight, easy to handle, low cost. In some instant, it has some 
boundary conditions. It can design in rectangular shape, square 
shape, triangular shape and also different shape and sizes [1]. It 
can be flexible in different shape and size. So it is compatible to 
any applications like Mobile handset, Bluetooth application, WIFI 
applications and many more according to its shape. It has also 
multi resonating frequencies. In one antenna can work multi band 
like in Mobile, there are several applications such as subscriber 
calling GSM, CDMA band, Bluetooth and WIFI applications [2]-
[4]. 

 There is several feeding technique in microstrip patch antenna 
like edge feeding, side feeding, coaxial feeding, and proximately 
feeding, coplanar feeding [5]-[7]. This paper has introduced an 
approach of capacitive coupled. Feed pitch length and width has  

decided according to bandwidth using approximation method 
[14]-[15]. The general structure of 
 designed antenna is shown in Fig 1. In figure (a) top view and 
(b) side view of antenna. Antenna geometry is discussed in next 
section. 

Fig.1. Overview of Patch Antenna (a) Top View (b) Side View 

II. DESCRIPTION OF ANTENNA 

The designed microstrip antenna is in rectangular shape where 
patch length and width are L & W respectively. Radiating patch 
is on the top of first dielectric (RT Duroid r=3). Thickness of 
substrate is h. Below the RT Duroid, second dielectric is air 
( r=1) and thickness of second dielectric is g [8]-[10]. The 
feeding patch is just side of patch. Feed patch length and width 
are denoted s and t respectively. Thickness of substrate is very 
thin. Feeding of this proposed antenna, connected through SMA 
connector [16]-[17]. Calculation of all parameters is done by 
Equations (1) - (5).
Width (W) of proposed patch antenna is calculated as [11]-[13]. 

  (1) 
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Dielectric constant (effective) is calculated from: 

   (2) 

The actual length of the Patch (L)  

L = Leff - 2 L                              (3) 

Where 
Leff                   (4) 

Calculation of Length Extension 

               (5) 

Where, 
reff= Effective dielectric constant, 
r= Dielectric constant of substrate, 

h = Height of dielectric substrate,  
W= Width of the Patch, 
L= Length of the Patch, 

L = Effective Length,
fr = Resonating Frequency 

All calculated parameter had done by these equations. We 
use optimization technique for enhance the radiation properties 
of proposed antenna also done in HFSS software. All d related 
values are shown in Table I. 

TABLE I 

SPECIFICATION OF ANTENNA PARAMETERS 

Parameters Value

Operating Frequency 16GHz

Length (L) 4.285mm

Width (W) 4.5mm

Length of feed patch(s) 2.0mm

Width of feed patch (t) 1.6mm

Separation of feed strip from the 
patch (d)

0.28mm

Air gap between the substrates (g) 1.0mm

Thickness of substrate (h) 1.56mm

Ground plane size

Length of patch and height is also depending on dielectric height 
as (g + h) Height of air dielectric is calculated by equation (6) 
[7]-[9]. Calculating the height of air gap by 

                                  (6) 

Variations in value of g depend upon optimization method in 
HFSS software. The value of air height (g) and bandwidth is  
shown in Table II. When g is 1mm, bandwidth of the antenna is 
maximum. Hence air gap or height of second dielectric we have 
taken in 1mm.

TABLE II 

OPTIMIZATION OF AIR THICKNESS AND OTHER ANTENNA 
PARAMETERS 

Air Gap Height

(g) in mm

Feed Strip

( ) in mm

Bandwidth in GHz

0.2 4.01

0.4 4.21

0.6 4.33

0.8 4.42

1.0 4.50

1.2 4.46

1.4 4.47

1.6 4.45

TABLE III

OPTIMIZATION OF FEED PATCH LENGTH WITH OTHER ANTENNA 
PARAMETERS 

Feed Strip

( ) in mm

Air Gap Height

(g) in mm

Bandwidth in GHz

1.0 4.03

1.0 4.16

1.0 4.21

1.0 4.50

1.0 4.48

1.0 4.47

1.0 4.46
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TABLE IV 

OPTIMIZATION OF FEED PATCH WIDTH WITH OTHER ANTENNA 
PARAMETERS 

Feed Strip

( ) in mm

Air Gap Height

(g) in mm

Bandwidth in GHz

1.0 4.42

1.0 4.45

1.0 4.49

1.0 4.50

1.0 4.49

1.0 4.46

1.0 4.45

Fig.2. Simulated structure of proposed antenna 

When variation in feed strip length and feed strip width with 
constant air gap height, the bandwidth variations are shown in 
Table III and Table IV. So feed strip length and width (2

 has given a maximum bandwidth. Simulated structure 
of antenna is shown in Fig 2. 

III. RESULTS AND DISCUSSION 

Proposed antenna is designed and simulated in HFSS. Good 
return loss is achieved around -30 dB for this capacitive coupled 
rectangular microstrip patch antenna. Graph of return loss verses 
frequency are shown in Fig 3. E field pattern and H field pattern 
of simulated antenna is presented in Fig 4 & Fig 5. VSWR of 
this simulated antenna is almost 1 which is shown in Fig 6.
Impedance matching is also 50 . It means it is clearly indicates 
that the maximum power transfer theorem is achieved indicate in 
Fig 7. Hence antenna is perfectly matched. Gain of antenna is 
achieved around 6dBi. Gain of antenna is clearly shown in Fig 8. 

Fig.3. Return loss of coplaner capacitive coupled antenna 

Fig.4. E field patteren of simulated antenna 

Fig.5. H field pattern of simulated antenna 

By investigation of all the results it is observed that antenna has 
good return loss, impedance matching and VSWR values. 
Bandwidth of 4.50GHz is achieved which is already in Fig 1. 
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Table V shows the result of bandwidth which is achieved of 
simulated antenna. Bandwidth % is approximately 28.12. 

Fig.6. VSWR of simulated capacitive coupled antenna 

Fig.7. Impedance matching of simulated antenna 

Fig.8. Gain of the antenna 

Directivity of the antenna is also shown in Fig 9. A good 
directive pattern shows that the antenna is useful in satellite 
communication applications.  

Fig.9. Directivity of the simulated antenna 

TABLE V 

ANALYSIS OF BANDWIDTH OF SIMULATED ANTENNA 

Resonant 
Frequency 

(GHz) 
Frequency 

Range 
Bandwidth 

(GHz) % Bandwidth 

16 13.78-18.28 4.50 28.12 

V. CONCLUSION 

In this paper a capacitive coupled with double dielectric 
rectangular microstrip patch antenna has been simulated at 
16GHz. This simulated antenna is achieved approx. -30dB return 
loss and 4.50GHz bandwidth. Gain of this designed antenna is
6.0dBi. Proposed designed structure is very compact than 
previous work in Ku band. Purpose of the antenna is designed 
for improving the bandwidth. In satellite communication it is 
compulsory because huge number of channels, so that it is 
mandatory to improve the bandwidth.  Area of the patch is less 
as compare to conventional antenna. It can be very useful in 
satellite communication. It shows good agreement with antenna 
design parameters. Future scope is to improve the gain using 
array of patches. 
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Abstract—In the past couple of years Cloud Computing has 
become an eminent part of the IT industry. As a result of its 
economic benefits more and more people are heading towards 
Cloud adoption. In present times there are numerous Cloud 
Service providers (CSP) allowing customers to host their 
applications and data onto Cloud. However Cloud Security 
continues to be the biggest obstacle in Cloud adoption and 
thereby prevents customers from accessing its services. Various 
techniques have been implemented by provides in order to 
mitigate risks pertaining to Cloud security. In this paper, we 
present a Hybrid Cryptographic System (HCS) that combines the 
benefits of both symmetric and asymmetric encryption thus 
resulting in a secure Cloud environment. The paper focuses on 
creating a secure Cloud ecosystem wherein we make use of multi-
factor authentication along with multiple levels of hashing and 
encryption. The proposed system along with the algorithm are 
simulated using the CloudSim simulator. To this end, we 
illustrate the working of our proposed system along with the 
simulated results. 

 

Keywords—Cloud Security; Data Security; Data Privacy; 
CloudSim 

I.  INTRODUCTION  
In today’s times Cloud computing has a significant impact 

on the IT industry. With growing popularity more and more 
organizations are making use of cloud services [1]. Although 
cloud services have a widespread acceptance but the fear 
pertaining to security and privacy of these services still 
continue to be an open challenge. With rapid technological 
advancements these services could be easily accessed through 
smart phones thus allowing users to share pictures, video, 
documents and other important data across various platforms 
on a real time basis [2]. However, a security breach in there 

cloud account could lead to stolen data which would indeed 
result in huge losses. 

 
Security has always been a concern in the domain of 

information technology. With Cloud services handling critical 
data which can be accessed from anywhere through the internet 
makes security a prominent concern [3]. The pervasive nature 
of Cloud and its disbursal of data across various geographical 
locations amounts to high security risks. While talking of 
Cloud Security there are many aspects which one needs to 
consider such as, trusted authentication, appropriate 
authorization ,data security and privacy. These are some of the 
basic security goals which are extremely essential for every 
cloud provider to incorporate [4]. Since security has been seen 
as an attribute for information technology, data encryption has 
been one of its key measures in ensuring data security 
protection. Many algorithms in the past have been proposed for 
conducting efficient data encryption. These algorithms range 
from Diffie-Hellman, RSA, DES to AES, RC4 and 3DES. 
Each of these algorithms have their own advantages along with 
their demerits. These algorithms are broadly classified as being 
symmetric or asymmetric in nature. 
 

Our focus here would be to create a Secure Cloud 
Ecosystem that leverages from the benefits of both symmetric 
and asymmetric encryption. We make use of RSA 
(Asymmetric) and AES (Symmetric) algorithms for carrying 
out data encryption. We aim at creating a comprehensive Cloud 
Environment that has security measures at all levels from 
creating and storing username and password, multifactor 
authentication, transmission of user data and data encryption.  
 

The rest of the paper is categorized as follows: Section II 
talks about security concerns pertaining to Cloud Computing. 

288978-1-5090-3519-9/17/$31.00 c©2017 IEEE



Section III elucidates the proposed work wherein the proposed 
system and its working are explained. Section IV discusses the 
algorithm that depicts the workflow of the entire system, 
whereas its successful simulation and its results are discussed 
in Section V. Finally, Section VI concludes the paper. 
 

II. SECURITY CONCERNS IN CLOUD  
Security in cloud plays an important role in creating a sense 

of belief and confidence between the customer and Cloud 
Service Provider (CSP). Since, all the user data is stored, 
managed and processed at the cloud end thus it is the duty of 
the CSP to mitigate any kind of risk pertaining data security 
and privacy. Following are certain Cloud security which a CSP 
needs to keep in mind while dealing with user data. 
 

• Data Protection: Cloud computing poses several data 
protection risks for cloud users, providers and brokers. 
There are different kinds of SLAs involved between 
the cloud user, provider and broker leading to certain 
kinds of data leaks.  Many of times it is seen that it 
becomes difficult for the cloud user to have a check 
on the data handling practices of the cloud provider 
[5]. Further there can be challenges due to the 
complex network topology between cloud and the end 
user that gives scope to many network related attacks. 

 
• Loss of Data: Mission critical applications involving 

the use of crucial data are not preferred to be 
offloaded to cloud. Due to the presence of common 
resource pools, applications run on the same platform 
that could lead to disclosure of user’s information 
through its application. In many cases proper 
encryption schemes for secure processing are not 
adopted for data transfer and its storage by the cloud 
vendor. 

 
• Traffic hijacking: is also one of the prominent threats 

that end users face while leveraging form cloud 
computing. In 2013 Cloud Security Alliance ranked it 
as the third most extreme threat to cloud security. In 
such kind of an attack, hackers tend to obtain a user’s 
security credentials and proclaim unauthorized access 
to its data. After which all the activities of a user 
including its confidential transactions happening on 
the cloud are now open to a hacker [6]. The hacker 
can easily tamer the users data along with have access 
to its applications running on cloud. A similar kind of 
an attack was faced by Amazon in 2010 when the 
hackers had stolen the session IDs and had access to 
client’s credentials. 

 
• Isolation of Resources: In present times the two main 

characteristics of cloud computing are multi-tenancy 
and shared resources. This risk category caters to 
processes that work and manage resources like 
storage, memory, bandwidth and even reputation 

between different tenants. Cloud provides a shared 
platform for different kind of applications from 
different users. This common resource pool adds 
problems relating to security thus making the user 
data more vulnerable to data breaches. 

 
• Malicious Insider: Usually, the damage which may 

be caused by malicious insiders is often far greater 
than expected. Such type of attackers uses their own 
device as a medium to inject the unsecure code to the 
cloud. This code behaves maliciously when properly 
injected and the control of which lies in hands of the 
user operating it [7]. This code can provide access of 
information to the malicious user, criticality of which 
depends on the capability of the designed code and the 
level of security measures taken by the cloud. 
 

III. PROPOSED WORK 
Over the years, many security models have been presented 

with regard to Cloud computing but most of them had their 
focus on a particular security threat rather than catering to the 
entire system. In this section we, discuss our proposed Secure 
Cloud Ecosystem which intends to provide security measures 
on a pan Cloud basis. The aim of our system is to ensure data 
security and privacy right from the process of user 
authentication to data being stored on Cloud. We make use of 
multiple algorithms for ensuring the efficiency of our system. 
Our primary focus in this section would be to illustrate upon 
our encryption & decryption process along with describing our 
system architecture. 

A. Data Encryption 
In this sub section, we would be talking about the ways in 

which data encryption takes place at the Cloud end. The 
following is a flow chart which clearly depicts the working of 
our proposed system. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 1. Encryption Process Flowchart  

As it can be seen in the figure, no unauthorized user will 
have access to and kind of user data. This is ensured by making 
use of multifactor authentication in form of One Time 
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Password (OTP). Once a legitimate user enters its login 
credentials an OTP is sent to its registered mail which one 
needs to enter in order to make certain successful login. Upon 
successful login the user can anytime send or retrieve data from 
Cloud. If a user wishes to store its data onto the Cloud, in this 
case the data is allowed to pass through a secure network 
channel so as to protect it from any kind of hackers residing 
over the network. Once the data reaches the Cloud end it 
undergoes encryption through our Hybrid Cryptographic 
System. At first the RSA generates Public and Private Keys 
which are later used by the AES in order to commence data 
encryption. The Private key of the AES again undergoes 
encryption through RSA and is saved in the data base after 
adding salt to it. In this way the user data is stored in an 
encrypted form at the Cloud end and whenever the user wishes 
to access it will be available after successful decryption.  

B. System Architecture 
In this sub section, we would be discuss the system 

architecture of our proposed Secure Cloud Ecosystem. The 
system architecture comprises of various physical entities that 
constitute the entire ecosystem. Here we would be talking 
about all different actors that constitute the Cloud, their roles, 
basic functionalities and the security services which our system 
provides. The following figure exemplifies our system 
architecture. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 2. System Architecture  

The list of security services which our Secure Cloud 
Ecosystem ensure are: 

• Trusted Authentication: Only a legitimate user will 
be allowed to access services and data being hosted on 
Cloud. 

• Authorization: The system ensures proper 
authorization by only allowing system admin to have 
access to decryption keys. It is only the Cloud admin 
who is aware of the salted value added to every user 
password and Decryption Key before being saved in 
the database. 

• Data Encryption: The system makes use of Hybrid 
Encryption by allowing RSA and AES algorithms to 
encrypt user data. The proposed system leverages the 
benefits of both symmetric and asymmetric data 

encryption. We make use of RSA2048 and AES256 
for our encryption process. 

• Hashing: SHA512 and bcrypt functions are used for 
securing user password. 

• Key Management: The Private Key of AES is 
encrypted and salted and safely stored into the 
database. The decryption keys are also saved soon 
after the encryption gets over. The SHA512 key is 
protected using keyed-hash message authentication 
code (HMAC). 

IV. ALGORITHM  
The working of our proposed system is explained through 

the illustration of the algorithm that forms the core for it. The 
algorithm depicts the functioning of the system by representing 
the entire process from user authentication to storage and 
retrieval of user data from Cloud. 
 
STEP 1: Create Username and Password 
STEP 2:  Password creation using CSPRNG 
STEP 3: SHA512 and bcrypt function used for password 
protection 
STEP 4: SHA512 key is protected using HMAC algorithm 
STEP 5: Enter login credentials 
STEP 6: Make use of OTP for multifactor authentication. 
Validity of OTP is 5 minutes. 
STEP 7: User stores data on Cloud 
STEP 8: SSL and TLS 1.2 are used for conducting transfer 
user data over the network 
STEP 9: RSA algorithm is used for Public Private Key 
generation 
STEP 10: AES algorithm encrypts data using RSA Private Key 
STEP 11: Private Key encrypted using RSA 
STEP 12: User request to access data  
STEP 13: RSA generates Decryption Keys 
STEP 14: Decryption process takes place  
 

STEP 1 to STEP 6 depict the authentication process 
wherein trusted authentication takes place through the use of 
original user credentials. Multifactor authentication has also 
been performed by making use of One Time Password (OTP), 
which is sent to the registered email-id of the user. In STEP 2, 
we make use of CSPRNG (Cryptographically Secure Pseudo-
Random Number Generator) which is a salting technique used 
for protecting passwords in case there is an attack on credential 
database.  In STEP 3, hashing functions such as  SHA512 and 
bcrypt have been used for ensuring password protection. STEP 
9 to STEP 11 illustrate the process of data encryption that 
happens at the Cloud end. STEP 12 to STEP 14 demonstrate 
the decryption process in case the user needs to access its data. 
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V. IMPLIMENTATION & SIMULATION  
The above mentioned algorithm is implemented on 

CloudSim framework. CloudSim [8] is a simulation toolkit 
which comprises of various predefined classes that provide a 
simulation environment for Cloud computing. It is a java based 
simulation toolkit and can be implemented either using Eclipse 
or NetBeans IDE. In our case we would be using the eclipse 
IDE. To run CloudSim on eclipse, we first need to download 
the eclipse IDE and install it. After successful installation of 
eclipse IDE, download the latest CloudSim package, extract it 
and import it in eclipse. Talking of our proposed work we have 
created our own classes in CloudSim and have portrayed our 
algorithm in form of java code. Through our simulation we 
intend to depict two specific scenarios i.e. Authentication 
Process and Data Encryption. The following are the 
screenshots that depict the working of our algorithm on 
CloudSim framework. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Simulation: Authentication Process 

The above mentioned screenshot depicts the working of our 
offloading model. Some pre-defined functions such as 
createCloudlet(),createBroker() and createDatacenter() from 
CloudSim have been used extensively throughout this 
experiment for creating various entities such as Cloudlets 
(Application), Virtual Machines, broker and Datacenter. In this 
experiment, we aim at portraying the Authentication Process of 
our proposed system. As explained in the algorithm itself, the 
first step would be to ensure trusted authentication thereby 
asking the username and password along with the OTP.  
 

The following figure showcases the process of data 
encryption which takes place after successful user 
authentication. User data is stored at the Cloud end after 
undergoing data encryption. 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Simulation: Encryption Process 

VI. CONCLUSION & FUTURE WORK 
In this paper, we present a Hybrid Cryptographic System 

(HCS) that combines the benefits of both symmetric and 
asymmetric encryption. The Secure Cloud Ecosystem which 
we propose ensures data security and privacy by implementing 
different encryption techniques at various levels. The system 
also makes use of certain hashing and salting techniques which 
even strengthens the entire encryption process. During the 
design of our system we also made sure of trusted 
authentication thereby allowing the feature of One Time 
Password (OTP). In future we wish to incorporate definite 
steps that would enhance the efficiency and generality of our 
system. This could be in form of extending our system to work 
for a multi cloud environment and add certain backup and 
recovery features which would prevent data loss in case of an 
attack. 
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Design and Development of Low-Cost
Wireless Parameter Monitoring System
for Nuclear Power Plant

Tanisha Gupta, Rohit Sanket, Rajesh Singh, Anita Gehlot,
Eesh Mehandiratta, Ateev Agarwal and Sushabhan Choudhury

Abstract Safety is of utmost importance in any nuclear power plant, as even minor
accidents may pose huge danger due to radiation leakage. The paper highlights the
need of radiation leakage monitoring for nuclear power plant. Whenever radioactive
radiations would increase beyond the safety level, alarms would indicate it. Thus, it
will help to take safety measures before leading to serious problems. The system
comprises of radiation sensor, fire sensors, and temperature sensors to detect any
possibility of leakage and fire. XBee is used as communication media for the
system. All the information is collected at a control room and analyzed through
LabVIEW.

Keywords Fire sensor � Gas sensor � Radiation � Nuclear power plant � XBee

1 Introduction

Radiation leakage in nuclear power plants is posing health risks to people in and
around nuclear power plants. This affects plant efficiency and harmful for animal
life. Once any explosion takes place, repair takes a lot of time which reduces power
generation. Fire in any part of the plant also leads to explosion and releases huge
amount of radiations into the environment. Lin et al. discussed wireless sensor
networks and used it to acquire and process data. This paper presents the current
growth in WSN applications and its use in real-time monitoring of nuclear power
plant [1]. Kim et al. discussed and analyzed internal parameters for nuclear power
sites for two years [2]. Jang et al. deals with wireless sensor technology to monitor
conditions in and around buildings. Sensor is programmed to process signals
received in a suitable format through an open-source operating system [3]. Khedo
et al. discussed the use of WSN-based air pollution monitoring system in Mauritius.

Tanisha Gupta � Rohit Sanket (&) � Rajesh Singh � Anita Gehlot �
Eesh Mehandiratta � Ateev Agarwal � Sushabhan Choudhury
University of Petroleum and Energy Studies, Dehradun, India
e-mail: rohitsanket@gmail.com

© Springer Science+Business Media Singapore 2017
R. Singh and S. Choudhury (eds.), Proceeding of International Conference
on Intelligent Communication, Control and Devices, Advances in Intelligent
Systems and Computing 479, DOI 10.1007/978-981-10-1708-7_65

569



Recursive Converging Quartiles algorithm merges data to remove duplicates, filter
out invalid readings and convert it into simpler form which reduces the amount of
data to be transmitted to the sink which helps in saving energy [4]. Lopez et al.
describes the steps which are essential for developing a good WSN [5]. Ding et al.
discussed the research deals in a GPS-enabled wireless sensor network as solution to
monitor nuclear radiation. The node size is kept small to ensure the functions of
communication. ZigBee multi-hop mesh routing protocol is used for wireless
communication [6]. Shen et al. discussed a system, which is designed to predict wind
power. Wireless sensor network is proposed for the collection and communication of
the correlative real-time data [7]. Akyildiz et al. discussed sensor networks and the
working of sensors, their potential applications and the communication setup for
sensor networks [8]. Hashemian et al. discussed an integrated wireless system for
condition monitoring with essential equipment in nuclear reactors by analysis and
Measurement Services Corporation. AMS examined the electromagnetic compati-
bility of the wireless system with existing plant equipment [9]. Gomaa et al. dis-
cussed a WSN-based system for real-time monitoring of radiation levels at nuclear
facilities by developing a prototype of wireless sensor node. The wireless node
comprises of ZigBee technology for wireless communication, Arduino platform, TI
CC2530 chips for implementation and Geiger Muller tube-based radiation detector
[10]. Gomaa et al. discussed the prototype for a wireless sensor network that allows a
real-time monitoring of radiation levels at nuclear facilities [11]. Bin et al. discussed
the structure with a wireless system, compiled with a radiation sensor and associated
peripherals implemented upon ZigBee technology using TI CC2530 chip to monitor
radiation at nuclear facilities [12]. Chiti et al. discussed the main features of a
wireless network and its use in disaster management system [13]. Fu et al. discussed
the design of a wireless sensor network for gamma rays monitoring and also explains
the requirements environment monitoring system for nuclear power plant [14]. Sav
et al. discussed the mechanical properties of the prototype developed for sodium
leakage in plant. Paper also discussed the fast breeder reactor component materials
under the influence of sodium [15].

2 Proposed System

The concept is to design a low-cost system, which is capable of monitoring envi-
ronmental parameters in the premises of the nuclear power plant. The information is
collected with sensor nodes deployed at appropriate locations to monitor the
radiation leakage, fire, gas temperature, and humidity of the surroundings to take
action before leakage would take uncontrollable shape. All the data is collected at
control room and analyzed with LabVIEW. A wireless sensor network is deployed
with XBee as communication media. The system comprises of sensor nodes and a
control room. If any of the parameter exceeds to its limit then the LED at control
room will start blinking and hooter will on to alert about danger (Fig 1).
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2.1 Sensor Node

It comprises of controller (Arduino uno), LCD (to display the content), RF modem
(XBee), radiation sensor, fire sensor, gas sensor, temperature, and humidity sensor
(as shown in Fig. 2).

Fig. 1 Generalized block diagram

Fig. 2 Block diagram for
sensor node
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2.2 Radiation Sensor

It detects the radiation leakage in and around the plant. Temperature sensor—
measures the temperature. Gas sensor—detects the harmful gases. Fire sensor—
detects the occurrence of fire. Humidity sensor—measures the humidity inside the
plant.

2.3 Control Room

All the data measured by sensor nodes is collected at control room wirelessly
through XBee. The node comprises of controller (Arduino uno), LED, RF modem
(XBee), hooter, and desktop for LabVIEW as data logger and analysis (Fig. 3).

3 Circuit and Simulation

The fire sensor is connected to digital pin as it activates only in case of fire and rest
of the sensors are connected to analog pins which display the data continuously on
the LCD attached to the node and transmits all the data to the receiver node via

Fig. 3 Block diagram for
control room
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XBee (RF modem) which can transmit data over long distance by passing data
through a mesh network of intermediate devices.

The receiver has a GUI, sound alarm, LEDs, and a XBee attached to it. The
receiver collects all the data from transmitter via XBee and displays it on the GUI.
In case of fire, increased level of radiation or in presence on harmful gas—the sound
alarm/hooter gets activated and the LED starts glowing (Figs. 4, 5 and 6).

Fig. 4 Circuit diagram for sensor node
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4 Deployment Strategy of ‘N’ Nodes

Multiple sensor nodes are placed across the area. Let say A, B, C, D, E are five
nodes placed at a location as shown in Fig. 7, have following duties:

A: Coordinator, B: End device, C: End device, D: End device, and E: End device
Node A acts as a coordinator for communicating to control room. All other

nodes acts as transmitter node and communicate with coordinator. Node ‘A’ is in
range of node ‘B’ and ‘C’ while node ‘D’ and ‘E’ are out of range for node ‘A’ but
node ‘E’ and ‘D’ are in the range of node ‘B’ and ‘C,’ respectively. This network

Fig. 5 Circuit diagram for receiver section/control room

574 Tanisha Gupta et al.



follows star and mesh networking to transmit the data. Node ‘B’ and ‘C’ directly
transmits the data to node ‘A,’ forming a star network while node ‘D’ hop the data
from node ‘C’ to ‘A’ similarly node E hops the data from node ‘B’ to ‘A’ forming a
mesh network.

In the same way ‘N’ number of nodes communicate with each other and
transmits their data by hopping the data from one node to another or directly
transmitting the data when the node within the reach of receiver node.

Fig. 6 Working flow chart for sensor node and control room

Fig. 7 Placement of sensor
nodes
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5 Proteus Simulation

The sensor nodes are analyzed using Proteus professional software for integrated
circuit designing. An Arduino uno board microcontroller is used for every node.
Here we are presenting the working strategy making use of just two nodes—the
transmitter node which transmits data received from the five sensors used, to the
receiver node which further transmits the data to the data logger. The transmitter
node uses an Arduino uno board which receives a constant power supply of 12 V.
The four analog sensors namely fire sensor (represented by FS on the IC), gas
sensor (represented by GS on the IC), radiation sensor(represented by RS on
the IC), and the humidity sensor(represented by HS on the IC) are connected to the
analog pins of the IC. The digital temperature sensor is connected to one of the
digital pins of the IC. The five sensors run using a 5 V power supply. One LCD is
attached to this node which simultaneously displays data of the sensors on the LCD
screen. An RF modem simultaneously receives data displayed on LCD through its
RXD pin and transmits it wirelessly via XBee to the receiver node. The receiver
node also has similar structure as that of the transmitter node besides having a data
logger (COMPIM). The receiver node transmits the data received from the trans-
mitter node to the data logger besides sending its own sensors’ data. It displays its
own data simultaneously on the LCD attached to it. A code is used to give to
command to the setup of the nodes on the Proteus professional software (Fig. 8 and
Table 1).

Fig. 8 Proteus simulation of model
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6 Analysis with LabVIEW

The data of all the five sensors is displayed on the LabVIEW front panel. The graphs on
the front panel indicate changes in the readings of the five sensors. The data from the
designed system on Proteus professional is directly sent to LabVIEW using a visual
serial ports emulator. The Proteus professional’s data are sent from port designated as
COM2. The LabVIEW receives this data on port designated COM1. The two ports are
paired using visual serial ports emulator. Thus all the data sensed on one software is
directly transmitted to another software using an emulator. Thus, LabVIEW actually
displays the same data that was sensed by Proteus professional’s setup (Figs. 9 and 10).

7 Results and Discussion

The prototype of the XBee-based wireless sensor network for nuclear radiation
detection is successfully developed and tested. The prototype consisting of two
sensor nodes—one as a transmitter node and the other as a receiver node has also
been simulated using Proteus professional software and LabVIEW. The data for
temperature, humidity, air quality, and radiation have been correctly obtained. Such
sensor networks using sensor nodes transmitting data using XBee modules can be
used in any desired area. The range of transmission can be changed by applying the
specific network topology either mesh, star, and multi-mesh hop (Fig. 11).

Table 1 Components used for development

S. No. Component Model name Description

1 Microcontroller
board

ArduinUNO ATmega328P
microprocessor

It is a 16 MHz, 8-bit
microcontroller

2 XBee module 2.4 GHz XBee
XB24Z7WIT-004
(ZigBee/802.15.4 modules)
module from Digi. Series2

It has a frequency of
2.4 GHz, data range of
133–400 ft and transmits
data at the rate of 250 kbps

3 Radiation
sensor

RD2014 from Teviso Sensor
Technologies Ltd.

It is a nuclear radiation
sensor. It detects beta and
gamma radiation and
X-rays

4 Fire sensor BE0010 It detects flame or
wavelength at 760 nm
range

5 Gas sensor AS-MLV-P2 by ams It is a multi-oxide
semiconductor air quality
sensor

6 Temperature
sensor

1211 by Sunrom Technologies
Ltd.

It can read temperatures
from 2 to 60 °C

7 Humidity sensor 1211 by Sunrom Technologies
Ltd.

It measures relative
humidity from 1 to 100 %
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Fig. 9 LabVIEW front panel

Fig. 10 LabVIEW back panel

Fig. 11 Snapshot for developed prototype
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8 Conclusion

This paper provides the study of XBee-based wireless sensor networks primarily for
use in nuclear radiation detection, i.e., for safety purpose in nuclear power plant. It
is just to provide alerts before any dangerous outcome like radiations going beyond
the safety level. So, this WSN monitoring system helps to increase safety of the
plant and prevent danger. These safety measures will reduce power plant repair cost
because problem will be detected before it gets serious. Lives of people in and the
around the plant would be saved. The environment would also be protected. Such
high-level safety through WSN monitoring will popularize nuclear power as an
alternative, clean source of power and reduce energy threats to the world. Also just
by changing the type of sensor used, this type of WSN can be used for monitoring
any kind of power plant or other area.
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Abstract: Smart antenna is one of the fastest emerging 
technologies. An antenna array is a set of individual antennas 
that are used for transreceiving the electromagnetic signals. 
In this paper weighting method is used to control the 
behaviour of the array along with sidelobe cancellation 
techniques. Three basic algorithms that are Kaiser-Bessel, 
Blackman and Gaussian are used to find the array weights. 
As a result an array factor of amplitudes 1, 0.6561, 0.2521 
with side lobes which are being cancelled to yield maximum 
directional beam. 
   
Index Terms— Kaiser-Bessel, Blackman, Gaussian, Side-
lobe cancellation techniques, Array factor, HPBW 
 
 

I. INTRODUCTION1 
ith advancement in both size and power efficient 
computing, the concept of smart antennas has 

quickly emerged as a legitimate topic due to current 
exponential growth in all forms of wireless communication 
and sensing. This advancement has been facilitated by 
advancing digital signal processing hardware and also by 
the global interest in wideband wireless applications.  
An array of antennas mounted on vehicles, ships, aircrafts, 
satellites and base stations is expected to play an important 
role in fulfilling these services and increased demand for 
channels. The term ‘smart antenna’ generally refers to any 
antenna array in a processor which can be adjusted or can 
adapt according to EM environment, its own beam pattern 
in order to emphasize signals of interest and to minimize 
interfering signals. The rapid growth of smart antennas is 
fueled by two reasons; First, the technology for high speed 
analog-to-digital converter (ADC) and high speed digital 
signal processing is at an rapid high rate[1].  It is a well-
known fact that the performance of beam forming array has 
been degraded because of interfering signals.  
                                                            

 

 
 
 
of the simplicity of feeding networks so that the maximum 
power is radiated to the space which is most  
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Important characteristics [2]. The power radiated should be 
in desired direction with effective sidelobe cancellation. 
The side lobe cancellation can be obtained by applying 
high power to the central element and comparatively low 
power levels to the periphery elements [2]. So, physical 
implementation of the defined array is difficult than that in 
uniformly excited arrays. To implement such arrays, 
variable phase shifters and/or attenuators are required for 
each antenna element. The use of digital phase shifters 
and/or attenuators results in deviation (error) from the 
desired values of amplitude and phase excitations. Because 
of the deviation obtained we can also obtain some 
amplitude at undesired directions which can be called as 
side lobes. In many applications, a less costly and complex 
system is desirable where only few elements are arranged 
to have the main side lobe [3]. Towards this goal many 
approaches have been proposed; for example, see [4]-[8]. 
In [4], the advantages of using uniformly excited arrays 
have been proposed in order to get main lobe in desired 
direction. In [5], the authors define a method for side lobe 
cancellation of linear and planar arrays by adjusting the 
amplitude and phase. For this purpose the authors have 
used genetic algorithm so as to define that by how much 
factor the amplitude and phase should be readjusted so as 
to minimize the side lobe level. 
Nowadays, there is an immense interest in reconfigurable 
arrays for which a single antenna is used to radiate many 
patterns with common excitation or it uses the concept of 
tapering the elements [7]- [8]. 
In this paper, we propose three algorithms i.e. Gaussian 
algorithm, Blackman algorithm, and Kaiser-Bessel 
algorithm to calculate the weights, these weights are used 
to calculate the array factor and then the one with 
maximum array factor is being chosen. Moreover side lobe 
cancellation techniques are being applied to cancel the 
sidelobes obtained in the array factor and hence generate 
null over a wide angular region. Then the gain is being 

W 
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calculated for the respective array factor. 
The paper is organized as follows. The mathematical 
formulation is reported in Section II, while the numerical 
results are being reported in Section III to assess the 
accuracy and the flexibility in the proposed design. The 
directivity and gain are also drawn in this section for the 
main lobe obtained after side lobe cancellation. Eventually 
conclusion is drawn in Section IV. 
 

II. PROPOSED DESIGN 
 

 

 

 

 
 

 

 

 

 

 

 

 

 
 

A. Design of Weighted Array 
Smart antennas are composed of a collection of two or 

more antennas called array of antennas and works to 
establish a unique radiation pattern for the electromagnetic 
environment. The behavior of array transcends the specific 
elements used and this array can take any geometrical 
form. 
For an antenna array, array factor (AF) is calculated which 
depends on the geometric arrangement of array elements, 
the spacing of the elements and the electrical phase of the 
elements. It is considered that the elements are equally 
spaced but their amplitudes are different due to weighing 
factors. The technique used to calculate their amplitude is 
known as array weighting [2]. The weights wn can be 
chosen to meet the specific criteria. Generally the criterion 
is to minimize the side lobes or to achieve null in the 
undesired directions. 
Considering a symmetric linear array with an even number 
of elements N. The array is symmetrically weighted with 

weights. The array factor for even number of elements is 
found by summing the weighted outputs of each element 
such that [2]:  
 

  (1) 

 
The array factor for odd number of elements is found by 
[2]: 

  (2)  

λ  

There are various possible window functions available that 
can provide weights for use with linear arrays. The 
algorithms used for weight calculation are as follows: 
 

a) BLACKMAN  
The Blackman weights are defined by [2]: 

  

    (3) 

 

b) GAUSSIAN 
The Gaussian weights are determined by the Gaussian 
function to be [2]: 

 

   (4) 

 

c) KAISER-BESSEL 
The Kaiser-Bessel weights are determined by [2]: 

 

     (5) 

 ARRAY FACTOR COMPARISON USING 
WEIGHING TECHNIQUES 

 FINDING THE BEST WEIGHTS YIELDING 
HIGH ARRAY FACTOR  

 SIDE LOBE CANCELLATION TECHNIQUE 
APPLICATION 

ACHIEVING THE INCREASE IN GAIN 
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B. Calculation Of Weights  
The weights were found using the three equations 
 as specified in Blackman, Gaussian and Kaiser-Bessel (1) 
to (3) .The Normalized array factor was calculated and 
plotted v/s angle. Then the three were compared to find out 
the best one yielding maximum array factor [2]. It was 
noted that Kaiser-Bessel weights provided one of the 
lowest array side lobe levels while still maintaining nearly 
the same beamwidth as uniform weights. 

 

C. Side Lobe Cancellation 
The basic goal of side lobe cancellation is to choose array 
weights such that a null is placed in the direction of 
interference while the main lobe maximum is in the 
direction of interest. In our current development we have 
discussed fixed side lobe cancellation for one fixed known 
desired angle and two fixed undesired interferers. We have 
assumed that all signals are operating at same carrier 
frequency.  

Assuming a 6-element array with desired angle and 
interferers, the array factor is given by  

    (6) 

Array weights are calculated as 

    (7) 

 

The total array output for six element array can be given 
as: 

     (8) 

 The array output for the desired signal will be designated 
as SD whereas the array output for the interfering signals 
will be designated byS1, S2, S3, S4and S5[1]. For side lobe 
cancellation the array weights are calculated, which must 
satisfy the three conditions that is the total array output 
should be made unity and for the interfering signals the 

output should be made null. The conditions can be 
specified as: 

SD = w1  + w2  + w3  
+ w4 + w5  + w6  = 1
      (9) 

S1 = w1  + w2  + w3  + 
w4 + w5  + w6  = 0 
                 (10) 

S2 = w1  + w2  + w3  + 
w4 + w5  + w6  = 0 
                 (11)  

S3 = w1  + w2  + w3  + 
w4 + w5  + w6  = 0 
                 (12) 

S4 = w1  + w2  + w3  + 
w4 + w5  + w6  = 0 
                 (13) 

S5 = w1  + w2  + w3  + 
w4 + w5  + w6  = 0 
                            (14) 

By using this method the array weights for side lobe 
cancellation are being calculated and are simulated. 

 

III. DIRECTIVITY  
The beamwidth of a linear array is determined by the 
angular distance between the half-power points of the main 
lobe. The two half power points are found. 

To solve for ±θ  we get [2]: 

              (15) 

The half-power beam width (HPBW) is now easily shown 
to be [2]: 

              (16) 

The directivity can now be evaluated as [2] 

                (17) 
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To calculate gain we have used the equation [2] (17) 

                (18) 

 

IV. SIMULATION RESULTS 
 

In this section, the values of different weights calculated 
using Gaussian, Blackman, and Kaiser-Bessel algorithm 
are shown. These weights were compared and the best out 
of the three was found to be Kaiser-Bessel. The calculated 
weights are depicted in TABLE I. 

 

TABLE I 

CALCULATION OF WEIGHTS 

Weights Gaussian Kaiser-
Bessel 

Blackman 

W1 1 1 1 

W2 0.3679 0.6561 0.2364 

W3 0.0498 0.2152 0 

 

The weights of the three algorithm obtained were used to 
obtain the array factor and was then plotted with respect to 
the angle (degrees) as given in Equation (1). The graph is 
depicted in Figure 1, which shows the impact of undesired 
signals in the form of side lobe, and the desired signal 
shows the maximum amplitude in the desired angle which 
is giving the amplitude of 1.8 approximately in case of 
Kaiser Bessel. 

Now from Figure 1 the value of the undesired angles from 
the graph are calculated to obtain the weights for side lobe 
cancellation. The undesired angles (degree) were found to 
be

. 

 

 

The calculated weights using side lobe cancellation 
technique by the use of mentioned desired angle is shown 
in TABLE II. 

 

TABLE II  

CALCULATION OF WEIGHTS WITH SIDELOBES 

Weights WITHSIDELOBES WITHOUT 
SIDELOBES 

 

W1 1 i0269.01464.0 ±
 

 

W2 0.6561 i0809.07381.0 ±
 

 

W3 0.2152 i054.04824.1 ±   

 

It is known that the side lobes behaviour is a pattern feature 
quite sensitive to the tolerances of the amplitude and phase 
coefficients. This paper deals with the effect of side lobe 
cancellation and steering the antenna mainlobe in the 

Comparison of weights using different algorithm i.e. 
Gaussian, Blackman and Kaiser-Bessel 

 

Fig.1 
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desired direction.  For that purpose we have chosen the 
Kaiser Bessel algorithm and calculated its weights without 
side lobe cancellation which is depicted in Table II. 

 

      
  

The new weights thus obtained using the undesired angle is 
now used to calculate the value of array factor and is then 
plotted. Figure 2 depicts the side lobe cancellation at all the 
undesired angles and the beam is steered only at desired 
angle that is 300. The half power beam width thus obtained 
for the mainlobe result 17.2095, Directivity is 140.4608 
and the gain in the desired direction obtained is 98.3226. 

 

V. CONCLUSION 
A computationally efficient and analytical method is being 
proposed for comparing the array factors of Gaussian, 
Kaiser-Bessel and Blackman algorithms using MATLAB. 

The array factor thus obtained was used to choose the best 
out of the three algorithms which is found to be Kaiser 
Bessel giving the maximum value of array factor.  It has 
been shown that the side lobe cancellation over a wide 
range in the uniformly excited planar array can be obtained 
by readjusting the amplitudes. Finally beam was steered at 
desired angle of 30 degrees by having only main beam with 
all sidelobe’s intensity nullified. 
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Design of Wearable Device for Muscle
Fatigue Monitoring

Sweety Siwach, Anita Gehlot and Anshuman Prakash

Abstract Exercise is very beneficial to our health but evidence show that intense
training and heavy exercises out by fortitude athletes can cause skeletal muscle
damage, which is known as muscle fatigue. For athletes, muscle fatigue is perhaps
one of the major causes of degradation in their performance. There are various
methods to monitor the muscle fatigue, of which surface electromyography is an
important one. In this research work, a system is proposed to monitor muscle
fatigue continuously and transmit the data wirelessly to a handheld portable device
using RF module. A threshold point is set by calculating the average mean and in
case of any danger a notification will be given by the device indicating onset of
fatigue.

Keywords Muscle fatigue monitoring � sEMG � Microcontroller � Wearable
sensor

1 Introduction

In the nineteenth century the prevailing view was that fatigue was caused by
processes in the central nervous system. Mosso (1892) has been quoted as advo-
cating this view, but actually he clearly demonstrated that muscle fatigue could be
entirely peripheral. Mosso was the first to record the decrease in muscle force by
means of an “ergograph” during fatiguing contractions in humans, and he found a
comparable decline in force both during voluntary contractions and during stimu-
lation of the muscle. There are mainly two types of fatigue, high frequency and low
frequency fatigue. In high frequency fatigue, the muscle fatigues very rapidly on
continuous workout but also recovers after a short rest while low frequency fatigue
is one in which fatigue develops more slowly with low intensity. Fatigue represents
a reduction in the capability of muscle to generate force. So far two main causes of
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muscle fatigue are discovered, first one was observed when nerve’s ability to
generate a sustained signal is limited and second comes the declined ability of the
muscle fiber to contract while some other causes lack of essential nutrients and
oxygen in muscle and also accumulation of waste products mainly lactic acid.

Many systems are developed based on different techniques to monitor the
muscle fatigue. [1] Dayan, et al. proposed a system a signal spike and peak counter
system which is then correlated with median frequency for monitoring the muscle
fatigue [2] Ahamed, et al. proposed a system in which muscle fatigue is monitored
by calculating average EMG, the highest peak of the signal and root mean square
(RMS) values after recording the EMG values. [3] Tanaka, et al. proposed a system
which uses myoelectric signals to monitor the muscle condition. [4] Pioggia, et al.
proposed a system in which a wearable platform is developed to monitor the muscle
fatigue by observing the sEMG in absence and presence of fatigue after which
STFT of signal is calculated in absence and presence on fatigue. [5] Karagözoğlu,
et al. proposed a system which used FFT on platform MATLAB to calculate the
power spectrum of the signals obtained. [6] Na, et al. developed a muscle fatigue
monitoring system by observing the variation in the muscles before the fatigue is
approached and after the fatigue is approached. [7] Cifrek, et al. proposed a system
were classical and modern signal processing techniques are explained which
includes frequency domain, time domain, time–frequency, and time scale repre-
sentations. [8] Kang-Ming, et al. proposed a system in which (DWT), (EMD), and
(EEMD) are calculated to monitor the muscle fatigue progression.

1.1 Proposed System

The system consists of a real-time monitoring of muscles and wirelessly transmit
the data using RF module to a handheld portable device and also will notify the user
when the fatigue is approached (Fig. 1).

2 Methodology

The methodology behind this work started from developing a data logger in lab
VIEW. The data logger consists of a wave form diagram indicating EMG values in
amplitude and time relationship form other part consists of a table having EMG
value in volts with date and time of recording data. Next step started by collecting
muscle fatigue data of two specific groups, one those who were suffering from
muscle fatigue and other who were not suffering from muscle fatigue and after
collecting data it was observed that the average mean values of both the groups
were different. After observing the average mean values, a range was set with the
lowest value of muscle fatigue and the maximum value of muscle fatigue, i.e.,
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indicating onset of fatigue. Now when the real-time monitoring of muscles will be
carried out, if the value exceeds the specified range, a notification will be sent to the
user or the coach regarding the danger.

3 Algorithm

The flow chart shows the working model of the proposed system in which data from
EMG sensor is continuously monitored and wirelessly transmitted through RF
module to a handheld device to indicate the status of subject. A threshold value is
set after careful examination of both the groups, first group having person affected
of muscle fatigue and second group having persons suffering from muscle fatigue.
If the recorded value is same as the threshold value, a notification in the form of led
or buzzer is sent to the subject. This process is continually repeated (Fig. 2).

4 Result and Simulation

Figure shows the two different waveforms of recorded EMG values. After obtaining
the couple of readings through electromyography sensor from a group of people
suffering from muscle fatigue and other group of people who are free from muscular

Fig. 1 System block diagram showing the main modules used in the system. The data acquisition
system consists of EMG electrodes through which data is recorded. Data processing and
transmission module consists of arduino uno which is a 8 bit microcontroller and works on
16 MHz frequency. Next part consists of user interface module containing led display or sound
buzzer depending on user requirement
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fatigue, a threshold value is set. This value is decided. Now when the real-time
monitoring is carried out, the data is continuously transferred to a handheld portable
device with the help of RFmodulewhich is connected on both the end, i.e., transmitter
and receiver end.When the value from the sensor is crossed above the threshold value,
an indication in form of alarm or led is given as output (Figs. 3 and 4).

5 Discussion and Conclusion

Muscle fatigue has not only been observed in athletes but also in elderly people.
Monitoring the muscle fatigue can also be useful in rehabilitation, because exces-
sive exercises can be very dangerous to our muscles. Many technics are used to
monitor the muscle fatigue some of them are using power spectrum, STFT, mean
and median frequency observation and many more. The technique used here is to
observe the average mean between the two groups (first group is for people where
no muscle fatigue is observed and second one consists of people suffering muscle
fatigue). So it is concluded that a wearable device is developed which can give the
status of person’s muscle contraction activity and can also alert them of the danger.

NO

YES

Start

EMG sensor data

Continuously monitoring 
sensor data

Send data 
wirelessly through RF 

modem

If value is less 
than threshold 

Indicate the user through buzzer 
or display

Keep on monitoring the  
data

Stop 

Fig. 2 Flow chart of the proposed system
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Of course, further experiments are required to confirm the validity of the monitoring
system.

The research can be further extended from monitoring to controlling. Until now,
a handheld portable monitoring system is developed but further these EMG signals
can be used to control mechanical systems like robotic moments or automate home,
i.e., it can control the turning on and off of lights, fans, or other gadgets. There are
systems which can use EMG signals to control the forward and backward moment
of the robot similarly further actions of the robot can be controlled.

Fig. 3 shows waveform in presence of fatigue. As the waveform shows that the amplitude is
decreasing at every instant which means person suffering from muscle fatigue cannot withstand
more muscle contraction and failed to sustain the force. From initial stage to the final stage of
recording procedure their muscles witness in pain

Fig. 4 shows the EMG values and the recorded amplitude waveform of persons not suffering
from muscle fatigue. As the waveform shows here that after a particular value the graph is
gradually falling down which shows the decline in muscle activity also referred to as initial stage
of muscle fatigue
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Abstract. Present work deals with the experimental studies of incomplete fusion reaction dynamics at ener-
gies as low as ≈ 4 - 7 MeV/A. Excitation functions populated via complete fusion and/or incomplete fusion
processes in 12C+175Lu, and 13C+169Tm systems have been measured within the framework of PACE4 code.
Data of excitation function measurements on comparison with different projectile-target combinations suggest
the existence of ICF even at slightly above barrier energies where complete fusion (CF) is supposed to be the
sole contributor, and further demonstrates strong projectile structure dependence of ICF. The incomplete fusion
strength functions for 12C+175Lu, and 13C+169Tm systems are analyzed as a function of various physical pa-
rameters at a constant vrel ≈ 0.053c. It has been found that one neutron (1n) excess projectile 13C (as compared
to 12C) results in less incomplete fusion contribution due to its relatively large negative α-Q-value, hence, α
Q-value seems to be a reliable parameter to understand the ICF dynamics at low energies. In order to explore
the reaction modes on the basis of their entry state spin population, the spin distribution of residues populated
via CF and/or ICF in 16O+159Tb system has been done using particle-γ coincidence technique. CF-α and ICF-α
channels have been identified from backward (B) and forward (F) α-gated γ spectra, respectively. Reaction
dependent decay patterns have been observed in different α emitting channels. The CF channels are found to
be fed over a broad spin range, however, ICF-α channels was observed only for high-spin states. Further, the
existence of incomplete fusion at low bombarding energies indicates the possibility to populate high spin states.

1 Introduction

The study of breakup of heavy ions followed by the fu-
sion of one of the fragments with the target has gained a
resurgent interest. Several authors reported the competi-
tion of complete fusion (CF) and incomplete fusion (ICF)
reactions at energies slightly above the Coulomb barrier
[1–10], and a substantial ICF fraction has been observed
at these energies. In general, the complete fusion (CF)
process is considered to be the sole contributor to the to-
tal fusion cross section at low energies i.e. starting from
threshold to 7 MeV/A.

Though, several studies and models [11–18] are de-
veloped to understand ICF phenomenon, but the dynamics
of ICF at low incident energies is still not fairly under-
stood and thus continues to be an active area of investiga-
tions. High quality data for ICF processes has been ob-
tained and reported so far worldwide [1–8, 19, 20], and
conclusively demonstrate the low energy ICF, but are lim-
ited only for a few projectile-target combinations. There-
fore, for better understanding of ICF dynamics, several
inclusive experiments at the Inter-University Accelerator

�e-mail: phy.vijayraj@gmail.com
��e-mail: bpsinghamu@gmail.com

Center (IUAC), New Delhi, India were performed by our
group [5, 7, 8, 21, 22]. Based on experimental findings
an attempt has been made to correlate data with suitable
set of physical parameters viz., (a) projectile energy, (b)
mass-asymmetry of interacting partners (µ), (c) α-Q value,
and (d) input � values. In the present work, the percentage
fraction of ICF were deduced from the analysis of experi-
mental excitation functions of individual reaction residues
for different projectile-target combinations. This suggests
at the studied energy regime projectile structure plays an
important role to understand ICF dynamics. To understand
the role of � values, a particle-γ coincidence experiments
were performed and spin distribution of individual reac-
tion residues have been measured. The spin distribution of
various evaporation residues reveals that the mean input
angular momenta (<�>) associated with the ICF observ-
able are found to be higher than those involved with CF.
Further, the occurrence of ICF is due to the influence of
centrifugal potential in peripheral interactions, where driv-
ing angular momentum limits do not allow CF to occur.

The present paper is organized as; the experimental de-
tails are presented in section 2. The observation from our
recent experiments are given in section 3, where the in-
fluence of ICF on CF and its dependencies on various en-
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Figure 1. (Color online) Typical γ-ray spectrum of 12C+175Lu
interaction at ≈ 78.36 ± 1.08 MeV

trance channel parameters are demonstrated. Summary of
the present work is given in Section 4.

2 Experimental details

To explore the dynamics of incomplete fusion reaction
processes, experiments were performed using 15 UD pel-
letron accelerator of Inter University Accelerator Centre
(IUAC), New Delhi, India. These experiments were per-
formed using two different setups (a) General Purpose
Scattering Chamber (GPSC) and (b) Gamma Detector Ar-
ray (GDA) coupled with Charged Particle Detector Array
(CPDA). The detailed methodology and experimental se-
tups have been discussed in refs.[5, 7, 21, 22]. However,
a short account of experimental conditions are given here
for the ready reference.

In order to achieve information on the behavior of frac-
tion of ICF observable on various entrance channel param-
eters, the value of incomplete fusion fraction (FICF) has
been deduced as a function of various physical parameters
(discussed in sec 3) in a separate set of experiment. In
this experiment, absolute production cross-sections of in-
dividual reaction residues populated via CF and/or ICF in
12C+175Lu, and 13C+169Tm systems have been measured
at energies starting from threshold to 7 MeV/A [7, 23].
The target foils of isotopically pure (99.9%) 175Lu, and
169Tm along with in 27Al catchers were prepared using
rolling technique. The thickness of the samples were de-
termined from the observed change in the energy of the α-
particles by using stopping power values and were found
to ≈ 1.5 to ≈ 2.5 mg/cm2 for both targets and ≈ 1.0 to ≈ 3.0
mg/cm2 for Al-catchers. The thickness of the Al-catchers
was chosen keeping in view the fact that even the most en-
ergetic residues produced due to the complete momentum
transfer may be trapped in the catcher thickness. The ir-
radiation has been carried out with a beam current ≈ 2-3
pnA. The evaporation residues (ERs) produced during the
irradiations were counted off-line with two pre-calibrated
HPGe detectors. The ERs have been identified by their
characteristic γ-lines and are further confirmed by decay-
curve analysis. A part of γ-ray spectra obtained at ELab

= 78.36 ± 1.08 MeV in 12C+175Lu system is shown in

Figure 2. (Color online) Typical decay curve of 183Ir residue
observed in 12C+175Lu interaction at ≈ 78.36 ± 1.08 MeV beam
energy.

Fig.1. Some of the peaks corresponding to different re-
action residues are marked. As a typical example, the ob-
served decay curve for one of the Iridium isotopes 183Ir
(T1/2 = 57 min) populated in 12C+175Lu system is shown
in Fig. 2. Further, the production cross-sections (σR)
of ERs have been calculated using standard formulation
[23]. The overall errors in the present measurement are
estimated to be ≈ 10%. A detailed discussion on error
analysis is presented in Refs. [24].

To probe the role of �-values in the onset of ICF at
low projectile energies, the spin-distributions (SDs) of
xn/pxn/αxn channels has been measured in 16O+159Tb
system using particle-γ coincidence technique. The exper-
iment was performed at four set of projectile energies viz.
≈ 83.5± 1.5, 88.5± 1.5, 93.5± 1.5 and 97.6± 1.4 MeVs,
using GDA alongwith CPDA facility of IUAC, New Delhi,
India. The particle-γ coincidences were recorded using 12
Compton suppressed, high resolution HPGe detectors in-
stalled at an angles 450, 990, 1530 with respect to the beam
axis in Gamma Detector Array (GDA). It may be men-
tioned that there were four detectors at each of these angles
in GDA set up. Further, the GDA set up is coupled with the
Charge particle detector array (CPDA) which is a set of 14-
phoswich detectors housed in a 14 cm diameter scattering
chamber. These particle detectors cover nearly 90% of the
total solid angle. All 14 detectors of CPDA have been di-
vided into the angular zones viz.; (i) Forward angle (F) 100

to 600, (ii) Sideways (S) 600 to 1200, and (iii) Backward
angle (B) 1200 1700. Depending on the fast and slow com-
ponents of the CPDA, proton and α-particles in each angu-
lar ring can be identified. For the experiment, isotopically
pure, self-supporting 159Tb (100%) target of thickness
≈ 1.5 mg/cm2 (prepared by rolling technique) has been
bombarded with 16O+7 beams delivered from 15UD Pel-
letron Accelerator. A prompt γ-ray spectra was recorded
in event-by-event multi parameter mode, which includes
different coincidences i.e. particles (Z=1,2) detected in
backward (B), forward (F) and 900 (S)-angles. Singles
data have also been collected to identify xn-channels (pro-
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the present work is given in Section 4.
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To explore the dynamics of incomplete fusion reaction
processes, experiments were performed using 15 UD pel-
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(IUAC), New Delhi, India. These experiments were per-
formed using two different setups (a) General Purpose
Scattering Chamber (GPSC) and (b) Gamma Detector Ar-
ray (GDA) coupled with Charged Particle Detector Array
(CPDA). The detailed methodology and experimental se-
tups have been discussed in refs.[5, 7, 21, 22]. However,
a short account of experimental conditions are given here
for the ready reference.

In order to achieve information on the behavior of frac-
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been deduced as a function of various physical parameters
(discussed in sec 3) in a separate set of experiment. In
this experiment, absolute production cross-sections of in-
dividual reaction residues populated via CF and/or ICF in
12C+175Lu, and 13C+169Tm systems have been measured
at energies starting from threshold to 7 MeV/A [7, 23].
The target foils of isotopically pure (99.9%) 175Lu, and
169Tm along with in 27Al catchers were prepared using
rolling technique. The thickness of the samples were de-
termined from the observed change in the energy of the α-
particles by using stopping power values and were found
to ≈ 1.5 to ≈ 2.5 mg/cm2 for both targets and ≈ 1.0 to ≈ 3.0
mg/cm2 for Al-catchers. The thickness of the Al-catchers
was chosen keeping in view the fact that even the most en-
ergetic residues produced due to the complete momentum
transfer may be trapped in the catcher thickness. The ir-
radiation has been carried out with a beam current ≈ 2-3
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observed in 12C+175Lu interaction at ≈ 78.36 ± 1.08 MeV beam
energy.

Fig.1. Some of the peaks corresponding to different re-
action residues are marked. As a typical example, the ob-
served decay curve for one of the Iridium isotopes 183Ir
(T1/2 = 57 min) populated in 12C+175Lu system is shown
in Fig. 2. Further, the production cross-sections (σR)
of ERs have been calculated using standard formulation
[23]. The overall errors in the present measurement are
estimated to be ≈ 10%. A detailed discussion on error
analysis is presented in Refs. [24].

To probe the role of �-values in the onset of ICF at
low projectile energies, the spin-distributions (SDs) of
xn/pxn/αxn channels has been measured in 16O+159Tb
system using particle-γ coincidence technique. The exper-
iment was performed at four set of projectile energies viz.
≈ 83.5± 1.5, 88.5± 1.5, 93.5± 1.5 and 97.6± 1.4 MeVs,
using GDA alongwith CPDA facility of IUAC, New Delhi,
India. The particle-γ coincidences were recorded using 12
Compton suppressed, high resolution HPGe detectors in-
stalled at an angles 450, 990, 1530 with respect to the beam
axis in Gamma Detector Array (GDA). It may be men-
tioned that there were four detectors at each of these angles
in GDA set up. Further, the GDA set up is coupled with the
Charge particle detector array (CPDA) which is a set of 14-
phoswich detectors housed in a 14 cm diameter scattering
chamber. These particle detectors cover nearly 90% of the
total solid angle. All 14 detectors of CPDA have been di-
vided into the angular zones viz.; (i) Forward angle (F) 100

to 600, (ii) Sideways (S) 600 to 1200, and (iii) Backward
angle (B) 1200 1700. Depending on the fast and slow com-
ponents of the CPDA, proton and α-particles in each angu-
lar ring can be identified. For the experiment, isotopically
pure, self-supporting 159Tb (100%) target of thickness
≈ 1.5 mg/cm2 (prepared by rolling technique) has been
bombarded with 16O+7 beams delivered from 15UD Pel-
letron Accelerator. A prompt γ-ray spectra was recorded
in event-by-event multi parameter mode, which includes
different coincidences i.e. particles (Z=1,2) detected in
backward (B), forward (F) and 900 (S)-angles. Singles
data have also been collected to identify xn-channels (pro-

duced via CF). Data analysis was done in two steps. In
the first step, spin distributions of xn-channels have been
measured by looking into singles spectra. For the iden-
tification of pxn-channels, backward (B)-α-gated spectra
has been subtracted from backward(B)-particles(Z=1,2)-
gated spectra to achieve proton-gated spectra. However,
αxn -channels populated via CF have been identified from
the backward (B)-α-gated spectra. Further, the fast-α-
particles (which are expected to be emitted only in for-
ward cone) produced via ICF have been identified from
forward(F)-α-gated spectra obtained by subtracting back-
ward (B)-α-gated spectra from forward(F)-α-gated spec-
tra. The intensity and area under the photo-peak (effi-
ciency corrected) of the characteristic prompt α-transitions
were used to determine the relative production yield [21]

3 Projectile Dependence of ICF: Recent
Results

In the present work, a systematic investigation have been
done to understand the effect of various entrance channel
parameters (i.e. projectile energy, entrance channel mass-
asymmetry of interacting partners, α-Q-value, and input
�-values) on the onset and strength of incomplete fusion.
Interpretation of the data and results are presented in this
section.

3.1 ICF dependence on incident energy

The excitation functions (EFs), expected to be popu-
lated via CF and/or ICF mode have been measured for
12C+175Lu, and 13C+169Tm systems at energies starting
from the Coulomb barrier to 7 MeV/A and analyzed in the
framework of statistical model code PACE4 to probe the
energy dependence of ICF. Details of code PACE4 can be
found in ref. [25]. In this code, the nuclear level density
(a = A/K) plays an important role which can be tuned to
fit the experimental data. In order to choose the suitable
value of level density to reproduce fusion EFs, different
values of K = 8 - 12 have been tested. The evaporation
residues (ERs) populated via xn/pxnchannels have been
found to be in good agreement with that estimated from
code PACE4. On the other hand, the experimental EFs of
α-emitting channels have been found to be significantly
enhanced as compared to the PACE4 predictions. This en-
hanced value of α ERs may be attributed to ICF. To have
the enhanced value of ERs (i.e. ICF contribution), exper-
imental EFs of α-emitting channels were subtracted from
the PACE4 values (σICF = σexp - σPACE4) [25]. For bet-
ter insight into the onset and strength of ICF, the percent-
age fraction of ICF (FICF) has been deduced and is plotted
as a function of projectile relative velocity (vrel) [5] for
12C+175Lu, 13C+169Tm and 12C+169Tm systems in Fig.3.
It may be mentioned that FICF defines empirical probabil-
ity of ICF.

As shown in this figure, the FICF increases linearly
with normalized projectile energies in terms of relative ve-
locity of projectile (i.e., vrel). This suggests strong pro-
jectile energy dependence of ICF reactions. On the other

Figure 3. (Color online) The percentage fraction of ICF as
a function of projectile relative velocity (vrel) for 12C+175Lu,
12C+169Tm and 13C+169Tm systems

Figure 4. (Color online) The percentage fraction of ICF as a
function of µ for 9 projectile-target combinations at a constant
value of vrel ≈ 0.053c. Dashed lines are drawn to guide the eyes.

hand, Morgenstern systematics [26, 27] suggests that ICF
contributes significantly above vrel ≥ 0.06 (6 % speed of
light). However, in figure 3, the values of vrel are in the
range from ≈ 2.7 % of c to ≈ 7.8 % of c for 12C+175Lu,
and 12C+169Tm systems and from 2.3 % of c to 7.0 %
of c for 13C+169Tm system. Hence, the results presented
in Fig.3 clearly demonstrate the onset of ICF at relatively
lower value of vrel i.e. FICF is significant at well below
the proposed onset value of vrel. Further, for the same tar-
get the value of FICF for 12C-projectile is lower than 13C-
projectile for the entire measured energy range. The dif-
ference in FICF for two systems ( 12C,13C+169Tm ) clearly
points towards projectile structure and/or mass asymmetry
effect on ICF.

3.2 Projectile structure dependence of ICF

To understand projectile structure and/or mass asymmetry
(µ) dependence of ICF, the deduced percentage fraction
of ICF for 12C+175Lu, and 13C+169Tm systems alongwith
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Figure 5. (Color online) Comparison of FICF on the basis of α-
Q value of the projectile at a constant vrel = 0.053c for different
projectile-target combinations

7 projectile-target combinations are plotted as a function
of mass asymmetry at a constant value of vrel ≈ 0.053
in Fig.4. In order to understand projectile dependence on
ICF more conclusively, data for the 16O projectile is also
added. It may be pointed out that 12C, 13C and 16O are
widely different projectiles and hence the probability of
breakup depends on the input �-values imparted into sys-
tem in peripheral interactions. As can be seen from Fig.4,
the Morgensterns systematics does not explain the varia-
tion of FICF with µ for given systems. However, the value
of FICF increases with µ for 12C, 13C projectiles and indi-
vidually for 16O projectile. It is interesting to note that the
12C, 13C+169Tm systems is a more mass asymmetric (µ ≈
0.9337) system than 16O+169Tm system (µ ≈ 0.9135), but
the value of FICF is ≈ 18 % higher than that observed for
12C, 13C+169Tm system. The aforementioned observations
based on 9 projectile-target combinations strongly contra-
dict Morgensterns mass-asymmetry systematics, and sug-
gest strong projectile dependence of ICF for alpha cluster
projectiles. However projectile dependence of mass asym-
metry is valid for same atomic number and different mass
number projectiles (i.e. 12C, 13C, etc. on the same target) is
a question of interest. As can be seen in Fig 3 the values of
FICF for the 13C projectile are less than for the 12C projec-
tile in the studied energy range. The difference in FICF for
two systems (12C, 13C+169Tm) is clearly evident, and indi-
cates the strong projectile dependence of FICF with some
physical parameter other than µ. In order to explore this
issue, the ICF strength functions for 12C, 13C+169Tm sys-
tems have been studied in terms of projectile α-Q value.

3.3 Projectile α-Q value dependence of ICF

The percentage fraction of ICF is analyzed in terms of pro-
jectile α Q-value for 6 projectile-target combinations. The
value of FICF is plotted as a function of Qα in Fig.5(a-b)
at a constant vrel ≈ 0.053c. As shown in this figure, the
probability of ICF for the 13C projectile is smaller than
that for the 12C projectile. This clearly point towards the

Figure 6. (Color online) Experimentally generated spin-
distributions of α3n-(B), and α3n-(F) channels. Lines and curves
are the best fit to the experimental data points.

projectile structure effect. It may be pointed out that 12C
is a well known α-cluster nucleus with Qα = -7.37 MeV.
However, 13C has a larger Qα (= -10.64 MeV) than 12C.
The higher α Q-value for 13C translates into the smaller
breakup probability into constituent α-clusters, resulting
smaller ICF fraction than that found in 12C induced reac-
tions. In order to strengthen α Q-value dependence, the
value of FICF for the 16O (Qα=-7.16 MeV)+159Tb system
is found to be 18% which is reduced to only 3% for the
13C (Qα = -10.64 MeV)+159Tb system. Similar trend was
observed for the 181Ta target. Hence, from the data pre-
sented in this figure, it can be inferred that the α Q-value
is an important entrance channel parameter which essen-
tially dictates the probability of ICF.

3.4 � dependence of ICF

In order to understand the physics of angular momentum
involvement and de-excitation pattern of any residual nu-
clei, the spin distribution of various CF and ICF chan-
nels have been measured for 16O+159Tb system at labo-
ratory energies (Elab) ≈ 83.5± 1.5, 88.5± 1.5, 93.5± 1.5
and 97.6± 1.4 MeV with beam intensities of ≈ 4-6 pnA. It
is expected that in case of CF residues (high E∗ and low �)
the de-excitation pattern are more likely as statistical tran-
sitions, on the other hand, the ICF residues achieve low E∗

(due to the involvement of partial degrees of excitations)
and high � (relatively higher values of impact parameters
contribute to the high spin states) at a given projectile en-
ergy, therefore, the number of yrast - like transitions are
much larger than that of statistical ones.

In view of the above, a comparison of the spin distribu-
tion pattern for the α3n channel (168Lu) populated via both
CF mode (→ identified in the backward (B) α-gated spec-
tra) and ICF mode (→ identified in the forward (F) α-gated
spectra) are plotted in Fig.6. As shown in this figure, there
is a difference in the spin-distributions which indicate the
involvement of entirely different mode of reactions in the
production of these residues. The intensity of α3n (B)-
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Figure 5. (Color online) Comparison of FICF on the basis of α-
Q value of the projectile at a constant vrel = 0.053c for different
projectile-target combinations

7 projectile-target combinations are plotted as a function
of mass asymmetry at a constant value of vrel ≈ 0.053
in Fig.4. In order to understand projectile dependence on
ICF more conclusively, data for the 16O projectile is also
added. It may be pointed out that 12C, 13C and 16O are
widely different projectiles and hence the probability of
breakup depends on the input �-values imparted into sys-
tem in peripheral interactions. As can be seen from Fig.4,
the Morgensterns systematics does not explain the varia-
tion of FICF with µ for given systems. However, the value
of FICF increases with µ for 12C, 13C projectiles and indi-
vidually for 16O projectile. It is interesting to note that the
12C, 13C+169Tm systems is a more mass asymmetric (µ ≈
0.9337) system than 16O+169Tm system (µ ≈ 0.9135), but
the value of FICF is ≈ 18 % higher than that observed for
12C, 13C+169Tm system. The aforementioned observations
based on 9 projectile-target combinations strongly contra-
dict Morgensterns mass-asymmetry systematics, and sug-
gest strong projectile dependence of ICF for alpha cluster
projectiles. However projectile dependence of mass asym-
metry is valid for same atomic number and different mass
number projectiles (i.e. 12C, 13C, etc. on the same target) is
a question of interest. As can be seen in Fig 3 the values of
FICF for the 13C projectile are less than for the 12C projec-
tile in the studied energy range. The difference in FICF for
two systems (12C, 13C+169Tm) is clearly evident, and indi-
cates the strong projectile dependence of FICF with some
physical parameter other than µ. In order to explore this
issue, the ICF strength functions for 12C, 13C+169Tm sys-
tems have been studied in terms of projectile α-Q value.

3.3 Projectile α-Q value dependence of ICF

The percentage fraction of ICF is analyzed in terms of pro-
jectile α Q-value for 6 projectile-target combinations. The
value of FICF is plotted as a function of Qα in Fig.5(a-b)
at a constant vrel ≈ 0.053c. As shown in this figure, the
probability of ICF for the 13C projectile is smaller than
that for the 12C projectile. This clearly point towards the

Figure 6. (Color online) Experimentally generated spin-
distributions of α3n-(B), and α3n-(F) channels. Lines and curves
are the best fit to the experimental data points.

projectile structure effect. It may be pointed out that 12C
is a well known α-cluster nucleus with Qα = -7.37 MeV.
However, 13C has a larger Qα (= -10.64 MeV) than 12C.
The higher α Q-value for 13C translates into the smaller
breakup probability into constituent α-clusters, resulting
smaller ICF fraction than that found in 12C induced reac-
tions. In order to strengthen α Q-value dependence, the
value of FICF for the 16O (Qα=-7.16 MeV)+159Tb system
is found to be 18% which is reduced to only 3% for the
13C (Qα = -10.64 MeV)+159Tb system. Similar trend was
observed for the 181Ta target. Hence, from the data pre-
sented in this figure, it can be inferred that the α Q-value
is an important entrance channel parameter which essen-
tially dictates the probability of ICF.

3.4 � dependence of ICF

In order to understand the physics of angular momentum
involvement and de-excitation pattern of any residual nu-
clei, the spin distribution of various CF and ICF chan-
nels have been measured for 16O+159Tb system at labo-
ratory energies (Elab) ≈ 83.5± 1.5, 88.5± 1.5, 93.5± 1.5
and 97.6± 1.4 MeV with beam intensities of ≈ 4-6 pnA. It
is expected that in case of CF residues (high E∗ and low �)
the de-excitation pattern are more likely as statistical tran-
sitions, on the other hand, the ICF residues achieve low E∗

(due to the involvement of partial degrees of excitations)
and high � (relatively higher values of impact parameters
contribute to the high spin states) at a given projectile en-
ergy, therefore, the number of yrast - like transitions are
much larger than that of statistical ones.

In view of the above, a comparison of the spin distribu-
tion pattern for the α3n channel (168Lu) populated via both
CF mode (→ identified in the backward (B) α-gated spec-
tra) and ICF mode (→ identified in the forward (F) α-gated
spectra) are plotted in Fig.6. As shown in this figure, there
is a difference in the spin-distributions which indicate the
involvement of entirely different mode of reactions in the
production of these residues. The intensity of α3n (B)-

Figure 7. (Color online) The value of the mean angular momenta
i.e., the value of <�> deduced from the best fitting procedure of
spin distributions [21] involved in 167Lu isotope populated via CF
and ICF processes as a function of modes of reaction.

channels (CF residues) falls off rather quickly with ob-
served spin (Jobs), indicating strong feeding and/or broad
spin population during the de-excitation of CN. However,
for α3n (F)-channels (ICF residues), the intensity appears
to be almost constant up to a certain value of Jobs, and then
decreases towards band head. This indicates the absence
of feeding to the lowest members of the Yrast band and/or
the population of low spin states are strongly hindered in
ICF-channels.

Concerning the usefulness of incomplete fusion as a
tool to populate high-spin states in final reaction products
the mean input angular momenta (< � >) associated with
α3n channel (populated via both CF and ICF modes) have
been deduced as suggested in Ref [21] and is plotted in
Fig.7. As can be seen in Fig. 7, the < � > values involved
in the production of 168Lu via ICF-α3n channel (i.e. ≈
11.0 �) is found to be 70% larger than that via CF-α3n
channel (i.e. ≈ 6.5 �) at the same projectile energy, i.e.,
Elab ≈ 88.5± 1.5 MeV. On the other hand, the value of �
involved in ICF-α3n channel (i.e. ≈ 10.5 �) at 83.5± 1.5
MeV is found to be ≈ 40% more than that involved in CF-
α3n channel (i.e. ≈ 7.5 �) even at highest experimental
incident laboratory energy (Elab) ≈ 97.6± 1.4 MeV. This
clearly demonstrates the involvement of higher �-values
in the production of incomplete channels which may lead
to the population of higher spin-states in the final reac-
tion products which may not be possible otherwise. The
present spin distribution measurement for 16O+159Tb sys-
tem supports earlier findings by Dracoulis et al [28], Lane
et al [29], and Mullins et al [30] on the populatation of
high spin states in final reaction products at low bombard-
ing energies. Hence, ICF can be used as a spectroscopic
tool to study the high spin states even at low energies.

4 Summary

This paper gives the recent experimental results for the ex-
citation function and particle-γ coincidence experiments.

The EFs for several residues populated via CF and/or ICF
in 12C+175Lu and 13C+169Tm systems have been measured
at energies starting from threshold to ≈ 7 MeV/nucleon,
and analyzed in the framework of statistical model code
PACE4. A systematic analysis of ICF dependence on var-
ious entrance channel parameters has been performed. It
has been found that ICF strongly depends on incident en-
ergy, projectile and target type, α Q-values. Results and
analysis presented on projectile structure effects suggest
more ICF fraction for less negative α Q-value projectiles.
Results presented are in good agreement with the existing
data.

The spin-distribution(s) associated with ICF are found
to be originated from the narrow spin population, local-
ized near and/or above to the critical angular momentum
(�crit) for CF, where a given direct-α-fragment is emitted
to release excess driving angular momenta. This reveals
a competition from successively opened ICF channels for
each value of � above the �crit for normal fusion (CF). On
the basis of the present analysis of experimental data, the
mean angular momenta associated with ICF are found to
be ≈ 70% higher than that for CF at the same energy. Fur-
ther, the mean input angular momenta associated with ICF
residues at lowest energy is 40 % higher than that for the
CF residue at the highest studied energy, this helps to un-
derstand the population of high spin states via ICF route.
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Abstract— Network-on-Chip (NoC) is a nascent approach 
for reducing the communication bottleneck of multicore System-
on-Chip (SoC). As the number of cores are increasing on SoC due 
to high performance demand of the consumer electronics and 
processing systems like servers, the low power and low latency 
NoC is required. Topologies are one of the most important parts 
of a NoC design, with considering the performance parameter as 
a constraint. The important parameters of networks-on-chip are 
latency, throughput, injection rate and average number of hops 
etc. In our work, various existing 3D NoC architectures and their 
performance are studied and presented. The basic concepts of 
NoC and motivation for 3D NoC and its advantages over 2D NoC 
are also focused in this paper. We have also investigated and 
demonstrated 144 nodes and 256 nodes 3D mesh architecture in 
terms of the latency, throughput and injection rate.  

Keywords—Network-on-Chip (NoC); Topologies; Access 
Noxim 

I.  INTRODUCTION 

Network-on-chip is a emerging design for communication 
where large number of functional and storage cores or 
commonly known as IP Core such as video and audio 
processors, memories, I/O peripherals, hardware accelerators, 
etc. are integrated onto a single chip to exchange data and 
commands for implementing  emerging multimedia and 
networking services. Earlier system-on-chips communications 
are carried through by direct cross bar interconnections and 
shared buses. However these approaches restarint performance 
and are consider no longer reliable architecture for SoC due to 
lack of scalability and parallelism integration, high latency and 
power dissipation, and low throughput which degrades on-chip 
performance. 

Network-on-Chip is the revolutionary methodology as 
comapred with traditional bus-based and point-to-point 
communication structures  with a huge potential to handle the 
increasing complexity of current and future multicore SoCs 
[1][2]. In such arena, cores are connected via a packet-
switching communication network on a single chip. NoC 
architecture is generally characterized by its topology, routing, 
switching, flow control, and arbiter techniques. On-chip 
network topology is a crucial factor of the chip in determining 
the parameters performance, cost, and energy 

consumption.Various network topologies have been studied for 
NoCs. Especially, the two-dimensional mesh [12] and torus 
[13] are popularly used in NoCs, because their n-dimensional 
grid-based regular architecture is very simple and easy to 
understand and thus considered to be the most suitable choice 
for designing NoC. Routing algorithm calculates the path 
taken by a packet from source node to the target node. These 
routing algorithms must have the capability to prevent 
deadlock, livelock, and starvation situations [31]. The 
different classifications areas are presented in Table 1. 

   Table 1: Routing Algorithms 
Criteria Types
Number of Destinations Unicast & Multicast 
Routing Decision  Centralized Routing, Source 

Routing, Distributed Routing, 
Multiphase Routing 

Adaptability Deterministic Routing,
Adaptive or Oblivious 
Routing 

Path Length Minimal and Non-Minimal 
routing 

Network Condition Delay & Loss 

Switching strategy can be categorized into circuit 
switching and Packet switching. In circuit switching complete 
path from source node to destination node is reserved for entire 
message to traverse the network whereas in packet switching 
message broken into packets where each packet finds its own 
way to reach to destination.  

Flow control deals about how the data flow is controlled 
between router to router. It provides the mechanism in the case 
of congestion in network. Data is temporarily stored in buffers, 
and re-routed to other nodes. Flow control also tells source 
node to temporarily halt, discard, etc. 

The various important metrics of interest in NoC are: 
• performance (latency, throughput, cross-section

bandwidth, diameter) 
• energy dissipation, power limits
• reliability (fault tolerance, other failures)
• scalability ( increasing number of cores)

978-1-5386-2752-5/17/$31.00 ©2017 IEEE
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• Implementation cost (foot print area).

The industry has already entered into the NoC arena by 
developing different NoC-based architectures such as the 
Ethereal NoC [4] from Philips, the STNoC [5] from 
STMicroelectronics, 80-coreNoC from Intel [6], NOSTRUM 
[14], SoCBus [15] and Hermes [16] are few examples. 

The remaining part of the paper is organized as below. 
Section II provides an insight about why we need to migrate 
towards 3D-NoC. Section III explores various 3D-NoC 
Architecture and Routing Protocols for 3D-NoC. Section IV 
presents simulation and results using Access Noxim 3D-NoC 
Simulator. Finally, the conclusion and some challenges are 
discussed in Section V. 

II. MIGRATING FROM 2D NOC TO 3D NOC
The two dimensional NoC presented acceptable 

performance for the current SoC;s applications but as future 
applications are getting more and more complex, the consumer 
products such as mobile phones, notebooks and personal 
handheld sets  will have fabrication of thousands of IP core on 
single chip. Future devices will become faster, smaller-in-size, 
larger-in-capacity, lighter-in-weight, lower-in-power-
consumption and cheaper. This trend will persistently continue 
and will demand the good architecture to ensure a satisfactory 
performance on the chip. Following this trend, we have to 
integrate hundred and thousands of IP cores onto a single chip 
for ultra high performance applications. The planar chip two 
dimensional fabrication technology is facing new challenges in 
the deep submicron regime [7]. 2D-NoC interconnect are not 
suitable candidate for future large scale many-core SoCs that 
are expected to accommodate hundreds of cores. 

Planar 2D NoC has limitations for floor planning. Long 
global wires causes increased latency and therefore limits the 
performance improvements resulting from Network-on-Chip 
paradigm. This challenge comes basically from the high 
network diameter that NoC suffers from. The network's 
diameter is the number of hops that it traverses in the longest 
possible minimal path between a (source, destination) pair. The 
diameter is an important parameter for the NoC design and 
may have the negative impact on the performance of NoC 
because if a given packet traverses a large number of hops to 
reach its destination, it will increase the network diameter 
which will in turn increase the communication time (latency) 
hence the throughput will be low. Thus the need to optimize 
the 2D-NoC system arises and one of these proposed solutions 
was porting the 2D-NoC architecture to the third dimension to 
enhance the performance of NoC systems and alleviate their 
limitations [21]. Research in 3D-NoC is now emerging as new 
trend to implement future SoC’s applications. A 3-dimensional 
Network on chip is a composite of multiple device layers of 2D 
NoC with direct vertical interconnects using Through Silicon 
Vias (TSV’s). There are various approaches to build the 
vertical interconnects which comprises of wire bonded 
approach, Micro-bonded 3D package, Micro-bonded face to 
face, contactless –capacitive with buried bumps, contactless –
inductive and Through Silicon Vias (TSV) is one of the most 
popular choice [8, 9 , 10].  

Figure 1 shows 3D Mesh NoC in which nodes are placed 
as Manhattan-like grid. As NoC structures can be combined 
with benefits of 3D integration, low interconnects latency and 
area efficient solution can be realized [11].  

Fig. 1. 3D Mesh based NOC [10] 

Three Dimensional NoC technology has several major 
advantages: (1) More IP/Core  units  can be added  due to the 
stacking of layers , thus foot-print on each layer will remain 
smaller and thus leading to more compact chips and drastic 
increase in IP/Core density which will satisfy the high 
requirements of future large scale applications, (2) smaller 
footprints lead to short-length wires and higher transistor 
density within each layer which are the obvious obstacles for 
delay and power consumption but inter layer connections are 
obtained using efficient TSV’s and these shorter  wires 
decreses the average load capacitance, resistance and number 
of reapeters which consumes lot of power thereby leading to 
higher communication bandwidth, lower delay, low power 
consumption , lower noise and less jitter, (3) allows integration 
of plethora of  technologies that are currently impossible in 2D 
planar technology, as each could be designed as a separate 
layer and will create hybrid circuit, and (4) layered architecture 
leads to reduced average hop count, fast inter layer and intra 
layer packet transmission and overall high-throughput network. 

III. RELATED WORK: 3D-NOC ARCHITECTURES

This section presents various architectures that were 
proposed recently for 3D-NoCs. One of the well-known 3D-
NoC architectures is the 3D Mesh as shown in Figure 1. In this 
3D-NoC architecture each IP core is associated with 7 port 
router where one port is attched to the IP block, two ports to 
the routers above and below, and other four in each direction 
i.e North, South, East, and West. The drawback to this simple
architecture is too much number of buffers at each port even 
when it is not required while travelling through upward and 
downward links because latency between tiers is too low as 
tiers are stacked very closely [23]. The number of ports 
depends on the position of the switch in the design, since we 
have to eliminate any unused links that have no connections 
with other switches in order to reduce power consumption. 

Fig 2. 7-Port 3D Router 
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3D-NoC Bus Hybrid Architecture [17] was proposed as a 
hybrid of packet switched NoC’s and Shared Bus architecture 
where multiple 2D Mesh layers are individually implement 
with packet switched technology and vertically the layers 
communicate through Shared bus architecture. A router in this 
hybrid architecture has, at most, six ports: one port is 
connected to the IP, another to the bus, and rest four to the 
directions (N,S,E,W). This architecture was implemented in 
3D NUCA L2 Cache for CMPs [43]. It suffers from lower 
bandwidth while communicating interlayer due to shred bus.  

Ciliated 3D Mesh [3] was proposed as a variant of 3D 
basic Mesh based architecture where each switch/router 
accomodates two or more IP block. In a ciliated 3D Mesh 
network, each router/switch consist of  at most 5+k ports (one 
for each direction (N, S, E, and W), one port either for up or 
down layers for 2Layer 3D Mesh and K ports are connected to 
each K IP blocks. This structure suffers from lower bandwidth 
as switch/router is shared by multiple IP core but power 
dissipation is low.  

In [19], the vertical partial mesh-based 3D NoC 
(VPM3NoC) architecture is described. This architecture 
contains mesh-based stacked layers where each layer is 
differentiated with respect to technology, application and size. 
In each layer some nodes have vertical links to up and down 
layers. This structure employs varieties of routers i.e 2D 
router, 3D Router with upward link, 3D router with downward 
link, 3D Router with up and down link.  

In [12], the authors have presented two 3D topologies i.e 
3D star topology and 3D Recursive Network topology and 
compared them in terms of the parameters as follows:  latency, 
energy dissipation and Network Diameter. In both the 
topologies, group of 4 node is formed which is termed as 

cluster with one node is designated as Cluster Head (CH) 

which can act as CH as well as node. A layer has four clusters, 
and the total number of nodes in a layer is 16. TSV’s are used 

to connect the 3 layers vertically. The Performance of 3D 

RNT is evaluated and found better performing in comparison 
with 3D ST with respect to latency and energy dissipation 

parameters.  
In [13], the authors have proposed 3D 2-layer and 3-layer 

architectures. In both the approaches the goal is to optimize 

the floorspace of the chip. In 3D 2-Layer approach, the layer 1 

is dedicated to place hetrogenous IP cores where as layer 2 is 
used to place routers in mesh configuration, similarly In 3-

layer architectures,  layers 1 and 3 are used to place 

hetrogenous IP Cores and layer 2 implements mesh 
architectures of assigned routers. The 3 layers are connected 

with each other through silicon vias (TSV).  
POC topology [20] was proposed as another variant of 3D 

Mesh topology which consists of two diffrent types of routers 
i.e 7-port router and 6-port router. 7 port routers are used to
coonect with IP where 6-port router was only used for 
communication. The difference between 3D Mesh and POC 
topology is that the vertical links are only implemented at 6 
port router. The advantage of this topology is fewer vertical 
links which leads to low energy dissipations.  

Another 3D Mesh based NoC architecture called Lasio 
[22] is also presented where hops between layer (z axis) and 
hops within layer (X, Y axis) have same cost. The most 
important feature of this architecture is that all router ports are 
bidirectional. It implemented XYZ routing and used credit 
based flow control.  

Another class of 3D-NoC topologies called Xbar-
connected Network-on-Tiers (XNoTs) [24], consisting of 
multiple layers and each layer is customized with different 
topology according to the application .The layers are tightly 
connected via crossbar switches which reduces the average 
hop count and low power consumption.  

3D Honeycomb NoC topology [25] is formed by stacking 
2D honeycomb topology which is composed of hexagons. 
This topology suffers from the high implementation cost due 
to the large number of vertical communication links. This 
architecture has the network degree of 5 which leads to higher 
network cost.  

IV. EXPERIMENTAL RESULTS

In this paper we analyze packet latency, throughput with 
respect to injection rate by using the Access Noxim [26] 
simulator which is extended version of Noxim Simulator for 
3D-NoC Mesh. 

The latency of the network is the synonym for delay and 
time taken for a packet, flit or message to reach from source to 
destination. It also includes the time taken for computing 
arbitration logic as well as routing computation and other 
contention delays. It is the elementary parameter of the 
performance evaluation of Networks on chip. The delay is 
mainly caused by the source-destination physical distance, and 
also by deflections due to traffic congestion inside the 
network. It is measured in clock cycles. Packet Latency can be 
calculated as:  

Packet Latency = Actul Transmit time + Routing Delay + 
Contention Delay 

Another related parameter i.e zero load latency [1] is also 
used widely as a performance metrics to evaluate the topology 
and where the total time taken by one packet to reach from 
source to destination is calculated in the absence ofcongestion. 

The throughput of a network is the data rate in bits per 
second that the network can accept per input port. The rate at 
which the packets are injected into the network by a node is 
termed as packet injection rate [32]. It can be described through 
(packet/cycle/IP). Packet injection rate lies between 0 and 1. 
For example, the pir of 0.1 means that one node is capable of 
sending 1 packet every 10 clock cycles. The Packet Format is 
shown in Figure 3. 

We have performed simulations involving 144-node 
and 256-node 3D mesh architectures and compared their 
performance. We have already described various advantages 
of 3D-NoC architecture over 2D-NoC in Section II.  

For a range of injection rates within the simulation period, 
the average latency values and throughput are calculated 
which are shown in Table 3, Table 4, Figure 3, and Figure 4 
respectively. The default parameters set as follows for 
conducting simulation with Access Noxim.  
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Packet Type

Source ID

Destination ID

Packet Length

Reserve

Payload

Payload

Payload

Tail

Header

0-2

3-11

12-20
21-24

25-31

.

.

.

.

.

.

data

Fig. 3: Packet Format 

  Table 2: Default Parameters 
Parameter Name Values taken 
Dim X, Dim Y, Dim Z (Mesh 
Size) 

6*6*4 and 8*8*4 

Buffer size (in flits)  Default 16 
Simulation run 10000 cycles 
Packet size  2-10 flits 
Traffic Pattern Random 
Routing Algorithm XYZ algorithm 

       Table 3: Injection rate vs throughput  

 Table 4: Injection rate vs latency 

  Fig. 4: Injection rate vs throughput 

   Fig. 5: Injection rate vs latency 

   V. CONCLUSION AND CURRENT CHALLENGES  

The Network on Chip (NoC) is an enabling solution for 
integrating larger number of IP cores and the communication 
infrastructure among IP cores predominantly using packet-
switched communication. Through pipeline packet 
transmission, NoCs permit a more efficient utilization of 
communication resources than traditional on-chip buses. 3D-
NoCs are amalgamation of  leading edge technology i.e. NoC 
and 3D IC’s  and contain multiple layers having the potential 
to dramatically achieve better chip performance, functionality, 
and device packing density in deep sub-micron technology.�
We have presented the performance of 3D Mesh topology 
with dimensions 6*6*4 and 8*8*4. From the various graphs 
obtained from simulation under random traffic pattern, it can 
be concluded from Figure 3 and Table 3 that, as the injection 
rate increases, the throughput of the network increases for 
both 144 nodes and 256 node architectures. The actual 
advantage of 3D mesh is visible; for 144 nodes and 256 nodes, 
the throughput does not vary too much, it is almost same. 
Similiarly the latency values with respect to injection are also 
shown in Table 4 and Figure 4. This means the data transfer in 
144 node architecture is faster than 256 node architecture. Results 
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obtained so far show that 3D-ICs can achieve better 
performances, more flexibility, and higher throughput compared 
to traditional ICs. 

The Network-on-Chip paradigm has emerged as a 
fabrication technology for integrating thousands of intellectual 
property (IP) blocks on a single die as compared to the 
convention bus based System on chips. The kind of the IP 
blocks (their qualities, capacities) and in addition the 
topology, scheduling and routing plan assumes a vital part on 
how proficiently a NoC will perform for a certain application 
or set of applications. Up to now NoC designs were limited to 
two dimensions. But the currently emerging 3D integration 
technology targets at lower power consumption, lower 
communication delay, and higher system performance. 
Observing that current on-chip systems suffer from the critical 
memory bandwidth problems in the communications between 
on-chip components and off-chip memory. 3D-NoC 
architectures are proved to be outstanding in their performance 
and energy efficient against 2D-NoC systems, questions about 
their reliability to sustain their performance growth begun to 
arise [29]. Increased communication latency due to congestion 
and fault tolerance are challenges for modern 3D-NoCs due to 
complex and large scale application mapping structures. 3D-
NoC systems are becoming susceptible to a variety of faults 
caused by crosstalk [27], impact of radiations [28]. However, 
prior works presented so many fault tolerant routing 
algorithms for 2D-NOCs, but only a few works have been 
designed for 3D-NOCs. The routing models that have been 
proposed until now usually have high overhead or routing 
tables, data redundancy and global route or fault information 
to tolerate faulty links [30]. These overheads increase area and 
power consumption that is not suitable for on-chip networks. 
However, the performance of earlier routing methodologies 
are not satisfied for 3D-NOCs. Hence in addition to providing 
high performance, the fault-tolerance and reliability of these 
networks is becoming a critical issue for future applications. 
We would like to extend our research work to develop a novel 
model for routing in 3D mesh-based network-on-chips. 
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Abstract— Network-on-Chip (NoC) is a nascent approach 
for reducing the communication bottleneck of multicore System-
on-Chip (SoC). As the number of cores are increasing on SoC due 
to high performance demand of the consumer electronics and 
processing systems like servers, the low power and low latency 
NoC is required. Topologies are one of the most important parts 
of a NoC design, with considering the performance parameter as 
a constraint. The important parameters of networks-on-chip are 
latency, throughput, injection rate and average number of hops 
etc. In our work, various existing 3D NoC architectures and their 
performance are studied and presented. The basic concepts of 
NoC and motivation for 3D NoC and its advantages over 2D NoC 
are also focused in this paper. We have also investigated and 
demonstrated 144 nodes and 256 nodes 3D mesh architecture in 
terms of the latency, throughput and injection rate.  

Keywords—Network-on-Chip (NoC); Topologies; Access 
Noxim 

I.  INTRODUCTION 

Network-on-chip is a emerging design for communication 
where large number of functional and storage cores or 
commonly known as IP Core such as video and audio 
processors, memories, I/O peripherals, hardware accelerators, 
etc. are integrated onto a single chip to exchange data and 
commands for implementing  emerging multimedia and 
networking services. Earlier system-on-chips communications 
are carried through by direct cross bar interconnections and 
shared buses. However these approaches restarint performance 
and are consider no longer reliable architecture for SoC due to 
lack of scalability and parallelism integration, high latency and 
power dissipation, and low throughput which degrades on-chip 
performance. 

Network-on-Chip is the revolutionary methodology as 
comapred with traditional bus-based and point-to-point 
communication structures  with a huge potential to handle the 
increasing complexity of current and future multicore SoCs 
[1][2]. In such arena, cores are connected via a packet-
switching communication network on a single chip. NoC 
architecture is generally characterized by its topology, routing, 
switching, flow control, and arbiter techniques. On-chip 
network topology is a crucial factor of the chip in determining 
the parameters performance, cost, and energy 

consumption.Various network topologies have been studied for 
NoCs. Especially, the two-dimensional mesh [12] and torus 
[13] are popularly used in NoCs, because their n-dimensional 
grid-based regular architecture is very simple and easy to 
understand and thus considered to be the most suitable choice 
for designing NoC. Routing algorithm calculates the path 
taken by a packet from source node to the target node. These 
routing algorithms must have the capability to prevent 
deadlock, livelock, and starvation situations [31]. The 
different classifications areas are presented in Table 1. 

   Table 1: Routing Algorithms 
Criteria Types
Number of Destinations Unicast & Multicast 
Routing Decision  Centralized Routing, Source 

Routing, Distributed Routing, 
Multiphase Routing 

Adaptability Deterministic Routing,
Adaptive or Oblivious 
Routing 

Path Length Minimal and Non-Minimal 
routing 

Network Condition Delay & Loss 

Switching strategy can be categorized into circuit 
switching and Packet switching. In circuit switching complete 
path from source node to destination node is reserved for entire 
message to traverse the network whereas in packet switching 
message broken into packets where each packet finds its own 
way to reach to destination.  

Flow control deals about how the data flow is controlled 
between router to router. It provides the mechanism in the case 
of congestion in network. Data is temporarily stored in buffers, 
and re-routed to other nodes. Flow control also tells source 
node to temporarily halt, discard, etc. 

The various important metrics of interest in NoC are: 
• performance (latency, throughput, cross-section

bandwidth, diameter) 
• energy dissipation, power limits
• reliability (fault tolerance, other failures)
• scalability ( increasing number of cores)

978-1-5386-2752-5/17/$31.00 ©2017 IEEE
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• Implementation cost (foot print area).

The industry has already entered into the NoC arena by 
developing different NoC-based architectures such as the 
Ethereal NoC [4] from Philips, the STNoC [5] from 
STMicroelectronics, 80-coreNoC from Intel [6], NOSTRUM 
[14], SoCBus [15] and Hermes [16] are few examples. 

The remaining part of the paper is organized as below. 
Section II provides an insight about why we need to migrate 
towards 3D-NoC. Section III explores various 3D-NoC 
Architecture and Routing Protocols for 3D-NoC. Section IV 
presents simulation and results using Access Noxim 3D-NoC 
Simulator. Finally, the conclusion and some challenges are 
discussed in Section V. 

II. MIGRATING FROM 2D NOC TO 3D NOC
The two dimensional NoC presented acceptable 

performance for the current SoC;s applications but as future 
applications are getting more and more complex, the consumer 
products such as mobile phones, notebooks and personal 
handheld sets  will have fabrication of thousands of IP core on 
single chip. Future devices will become faster, smaller-in-size, 
larger-in-capacity, lighter-in-weight, lower-in-power-
consumption and cheaper. This trend will persistently continue 
and will demand the good architecture to ensure a satisfactory 
performance on the chip. Following this trend, we have to 
integrate hundred and thousands of IP cores onto a single chip 
for ultra high performance applications. The planar chip two 
dimensional fabrication technology is facing new challenges in 
the deep submicron regime [7]. 2D-NoC interconnect are not 
suitable candidate for future large scale many-core SoCs that 
are expected to accommodate hundreds of cores. 

Planar 2D NoC has limitations for floor planning. Long 
global wires causes increased latency and therefore limits the 
performance improvements resulting from Network-on-Chip 
paradigm. This challenge comes basically from the high 
network diameter that NoC suffers from. The network's 
diameter is the number of hops that it traverses in the longest 
possible minimal path between a (source, destination) pair. The 
diameter is an important parameter for the NoC design and 
may have the negative impact on the performance of NoC 
because if a given packet traverses a large number of hops to 
reach its destination, it will increase the network diameter 
which will in turn increase the communication time (latency) 
hence the throughput will be low. Thus the need to optimize 
the 2D-NoC system arises and one of these proposed solutions 
was porting the 2D-NoC architecture to the third dimension to 
enhance the performance of NoC systems and alleviate their 
limitations [21]. Research in 3D-NoC is now emerging as new 
trend to implement future SoC’s applications. A 3-dimensional 
Network on chip is a composite of multiple device layers of 2D 
NoC with direct vertical interconnects using Through Silicon 
Vias (TSV’s). There are various approaches to build the 
vertical interconnects which comprises of wire bonded 
approach, Micro-bonded 3D package, Micro-bonded face to 
face, contactless –capacitive with buried bumps, contactless –
inductive and Through Silicon Vias (TSV) is one of the most 
popular choice [8, 9 , 10].  

Figure 1 shows 3D Mesh NoC in which nodes are placed 
as Manhattan-like grid. As NoC structures can be combined 
with benefits of 3D integration, low interconnects latency and 
area efficient solution can be realized [11].  

Fig. 1. 3D Mesh based NOC [10] 

Three Dimensional NoC technology has several major 
advantages: (1) More IP/Core  units  can be added  due to the 
stacking of layers , thus foot-print on each layer will remain 
smaller and thus leading to more compact chips and drastic 
increase in IP/Core density which will satisfy the high 
requirements of future large scale applications, (2) smaller 
footprints lead to short-length wires and higher transistor 
density within each layer which are the obvious obstacles for 
delay and power consumption but inter layer connections are 
obtained using efficient TSV’s and these shorter  wires 
decreses the average load capacitance, resistance and number 
of reapeters which consumes lot of power thereby leading to 
higher communication bandwidth, lower delay, low power 
consumption , lower noise and less jitter, (3) allows integration 
of plethora of  technologies that are currently impossible in 2D 
planar technology, as each could be designed as a separate 
layer and will create hybrid circuit, and (4) layered architecture 
leads to reduced average hop count, fast inter layer and intra 
layer packet transmission and overall high-throughput network. 

III. RELATED WORK: 3D-NOC ARCHITECTURES

This section presents various architectures that were 
proposed recently for 3D-NoCs. One of the well-known 3D-
NoC architectures is the 3D Mesh as shown in Figure 1. In this 
3D-NoC architecture each IP core is associated with 7 port 
router where one port is attched to the IP block, two ports to 
the routers above and below, and other four in each direction 
i.e North, South, East, and West. The drawback to this simple
architecture is too much number of buffers at each port even 
when it is not required while travelling through upward and 
downward links because latency between tiers is too low as 
tiers are stacked very closely [23]. The number of ports 
depends on the position of the switch in the design, since we 
have to eliminate any unused links that have no connections 
with other switches in order to reduce power consumption. 

Fig 2. 7-Port 3D Router 
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3D-NoC Bus Hybrid Architecture [17] was proposed as a 
hybrid of packet switched NoC’s and Shared Bus architecture 
where multiple 2D Mesh layers are individually implement 
with packet switched technology and vertically the layers 
communicate through Shared bus architecture. A router in this 
hybrid architecture has, at most, six ports: one port is 
connected to the IP, another to the bus, and rest four to the 
directions (N,S,E,W). This architecture was implemented in 
3D NUCA L2 Cache for CMPs [43]. It suffers from lower 
bandwidth while communicating interlayer due to shred bus.  

Ciliated 3D Mesh [3] was proposed as a variant of 3D 
basic Mesh based architecture where each switch/router 
accomodates two or more IP block. In a ciliated 3D Mesh 
network, each router/switch consist of  at most 5+k ports (one 
for each direction (N, S, E, and W), one port either for up or 
down layers for 2Layer 3D Mesh and K ports are connected to 
each K IP blocks. This structure suffers from lower bandwidth 
as switch/router is shared by multiple IP core but power 
dissipation is low.  

In [19], the vertical partial mesh-based 3D NoC 
(VPM3NoC) architecture is described. This architecture 
contains mesh-based stacked layers where each layer is 
differentiated with respect to technology, application and size. 
In each layer some nodes have vertical links to up and down 
layers. This structure employs varieties of routers i.e 2D 
router, 3D Router with upward link, 3D router with downward 
link, 3D Router with up and down link.  

In [12], the authors have presented two 3D topologies i.e 
3D star topology and 3D Recursive Network topology and 
compared them in terms of the parameters as follows:  latency, 
energy dissipation and Network Diameter. In both the 
topologies, group of 4 node is formed which is termed as 

cluster with one node is designated as Cluster Head (CH) 

which can act as CH as well as node. A layer has four clusters, 
and the total number of nodes in a layer is 16. TSV’s are used 

to connect the 3 layers vertically. The Performance of 3D 

RNT is evaluated and found better performing in comparison 
with 3D ST with respect to latency and energy dissipation 

parameters.  
In [13], the authors have proposed 3D 2-layer and 3-layer 

architectures. In both the approaches the goal is to optimize 

the floorspace of the chip. In 3D 2-Layer approach, the layer 1 

is dedicated to place hetrogenous IP cores where as layer 2 is 
used to place routers in mesh configuration, similarly In 3-

layer architectures,  layers 1 and 3 are used to place 

hetrogenous IP Cores and layer 2 implements mesh 
architectures of assigned routers. The 3 layers are connected 

with each other through silicon vias (TSV).  
POC topology [20] was proposed as another variant of 3D 

Mesh topology which consists of two diffrent types of routers 
i.e 7-port router and 6-port router. 7 port routers are used to
coonect with IP where 6-port router was only used for 
communication. The difference between 3D Mesh and POC 
topology is that the vertical links are only implemented at 6 
port router. The advantage of this topology is fewer vertical 
links which leads to low energy dissipations.  

Another 3D Mesh based NoC architecture called Lasio 
[22] is also presented where hops between layer (z axis) and 
hops within layer (X, Y axis) have same cost. The most 
important feature of this architecture is that all router ports are 
bidirectional. It implemented XYZ routing and used credit 
based flow control.  

Another class of 3D-NoC topologies called Xbar-
connected Network-on-Tiers (XNoTs) [24], consisting of 
multiple layers and each layer is customized with different 
topology according to the application .The layers are tightly 
connected via crossbar switches which reduces the average 
hop count and low power consumption.  

3D Honeycomb NoC topology [25] is formed by stacking 
2D honeycomb topology which is composed of hexagons. 
This topology suffers from the high implementation cost due 
to the large number of vertical communication links. This 
architecture has the network degree of 5 which leads to higher 
network cost.  

IV. EXPERIMENTAL RESULTS

In this paper we analyze packet latency, throughput with 
respect to injection rate by using the Access Noxim [26] 
simulator which is extended version of Noxim Simulator for 
3D-NoC Mesh. 

The latency of the network is the synonym for delay and 
time taken for a packet, flit or message to reach from source to 
destination. It also includes the time taken for computing 
arbitration logic as well as routing computation and other 
contention delays. It is the elementary parameter of the 
performance evaluation of Networks on chip. The delay is 
mainly caused by the source-destination physical distance, and 
also by deflections due to traffic congestion inside the 
network. It is measured in clock cycles. Packet Latency can be 
calculated as:  

Packet Latency = Actul Transmit time + Routing Delay + 
Contention Delay 

Another related parameter i.e zero load latency [1] is also 
used widely as a performance metrics to evaluate the topology 
and where the total time taken by one packet to reach from 
source to destination is calculated in the absence ofcongestion. 

The throughput of a network is the data rate in bits per 
second that the network can accept per input port. The rate at 
which the packets are injected into the network by a node is 
termed as packet injection rate [32]. It can be described through 
(packet/cycle/IP). Packet injection rate lies between 0 and 1. 
For example, the pir of 0.1 means that one node is capable of 
sending 1 packet every 10 clock cycles. The Packet Format is 
shown in Figure 3. 

We have performed simulations involving 144-node 
and 256-node 3D mesh architectures and compared their 
performance. We have already described various advantages 
of 3D-NoC architecture over 2D-NoC in Section II.  

For a range of injection rates within the simulation period, 
the average latency values and throughput are calculated 
which are shown in Table 3, Table 4, Figure 3, and Figure 4 
respectively. The default parameters set as follows for 
conducting simulation with Access Noxim.  
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Packet Type

Source ID

Destination ID

Packet Length

Reserve

Payload

Payload

Payload

Tail

Header

0-2

3-11

12-20
21-24

25-31

.

.

.

.

.

.

data

Fig. 3: Packet Format 

  Table 2: Default Parameters 
Parameter Name Values taken 
Dim X, Dim Y, Dim Z (Mesh 
Size) 

6*6*4 and 8*8*4 

Buffer size (in flits)  Default 16 
Simulation run 10000 cycles 
Packet size  2-10 flits 
Traffic Pattern Random 
Routing Algorithm XYZ algorithm 

       Table 3: Injection rate vs throughput  

 Table 4: Injection rate vs latency 

  Fig. 4: Injection rate vs throughput 

   Fig. 5: Injection rate vs latency 

   V. CONCLUSION AND CURRENT CHALLENGES  

The Network on Chip (NoC) is an enabling solution for 
integrating larger number of IP cores and the communication 
infrastructure among IP cores predominantly using packet-
switched communication. Through pipeline packet 
transmission, NoCs permit a more efficient utilization of 
communication resources than traditional on-chip buses. 3D-
NoCs are amalgamation of  leading edge technology i.e. NoC 
and 3D IC’s  and contain multiple layers having the potential 
to dramatically achieve better chip performance, functionality, 
and device packing density in deep sub-micron technology.�
We have presented the performance of 3D Mesh topology 
with dimensions 6*6*4 and 8*8*4. From the various graphs 
obtained from simulation under random traffic pattern, it can 
be concluded from Figure 3 and Table 3 that, as the injection 
rate increases, the throughput of the network increases for 
both 144 nodes and 256 node architectures. The actual 
advantage of 3D mesh is visible; for 144 nodes and 256 nodes, 
the throughput does not vary too much, it is almost same. 
Similiarly the latency values with respect to injection are also 
shown in Table 4 and Figure 4. This means the data transfer in 
144 node architecture is faster than 256 node architecture. Results 
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obtained so far show that 3D-ICs can achieve better 
performances, more flexibility, and higher throughput compared 
to traditional ICs. 

The Network-on-Chip paradigm has emerged as a 
fabrication technology for integrating thousands of intellectual 
property (IP) blocks on a single die as compared to the 
convention bus based System on chips. The kind of the IP 
blocks (their qualities, capacities) and in addition the 
topology, scheduling and routing plan assumes a vital part on 
how proficiently a NoC will perform for a certain application 
or set of applications. Up to now NoC designs were limited to 
two dimensions. But the currently emerging 3D integration 
technology targets at lower power consumption, lower 
communication delay, and higher system performance. 
Observing that current on-chip systems suffer from the critical 
memory bandwidth problems in the communications between 
on-chip components and off-chip memory. 3D-NoC 
architectures are proved to be outstanding in their performance 
and energy efficient against 2D-NoC systems, questions about 
their reliability to sustain their performance growth begun to 
arise [29]. Increased communication latency due to congestion 
and fault tolerance are challenges for modern 3D-NoCs due to 
complex and large scale application mapping structures. 3D-
NoC systems are becoming susceptible to a variety of faults 
caused by crosstalk [27], impact of radiations [28]. However, 
prior works presented so many fault tolerant routing 
algorithms for 2D-NOCs, but only a few works have been 
designed for 3D-NOCs. The routing models that have been 
proposed until now usually have high overhead or routing 
tables, data redundancy and global route or fault information 
to tolerate faulty links [30]. These overheads increase area and 
power consumption that is not suitable for on-chip networks. 
However, the performance of earlier routing methodologies 
are not satisfied for 3D-NOCs. Hence in addition to providing 
high performance, the fault-tolerance and reliability of these 
networks is becoming a critical issue for future applications. 
We would like to extend our research work to develop a novel 
model for routing in 3D mesh-based network-on-chips. 
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HAAR like Feature-Based Car Key
Detection Using Cascade Classifier

Paawan Sharma, Mukul K. Gupta, Amit K. Mondal
and Vivek Kaundal

Abstract The paper reports effective real-time implementation for specific object
detection in an image or sequence of images. For the present work, car key has been
taken as an object under consideration. The classifier is developed using
OpenCV-Python. The procedure encompasses training and detection. A wide
variety of object images are used for training purpose. The developed xml classifier
is then tested on separate test images. The classifier has a good success rate with
minimal false object detection rate.

Keywords Classifier � Haar-like features � OpenCV � Python � Machine vision �
Pattern recognition

1 Introduction

Machine vision is a very crucial component of robotics and automation for various
systems such as manufacturing plants, smart robots, etc. [1]. OpenCV [2] is an open
source library for computer vision. Specifically in real-time applications, OpenCV
exhibits a good computational efficiency. Classifier design is an important aspect of
any machine vision-based application, and is practiced to implement a decision
rule [1]. Classifier behavior depends on features which are extracted from images.
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Every classifier has some description, which can be obtained using supervised or
unsupervised learning [3]. In supervised learning, a training set of images is used to
develop class representation in terms of various statistical parameters. An unsu-
pervised learning is basically a clustering algorithm which links samples to the
nearest cluster.

Viola-Jones generated [4] Haar-like features from Haar basis function f(x) de-
scribed in Eqs. (1) and (2), and constructed classifier using Adaboost [5] by suc-
cessive combination in a cascade fashion resulting into detection speed improvement.

f ðxÞ ¼
1 0� x\ 1

2�1 1
2 � x� 1

0 else

8
<

:
; ð1Þ

f xð Þkj � f 2 j x� k
� � ð2Þ

In such process, a weak learning algorithm selects the single feature which best
differentiates between positive and negative samples. This optimal function results
into minimum number of wrong classifications.

2 Methodology

This section describes the overall process of generating a classifier as shown in Fig. 1.
It starts with creating a vector file (.vec file) from positive and negative samples
(images). Positive images are those which contain the desired object (car keys in this
case), while negative images are those which do not contain the object. The utility
opencv_createsamples in OpenCV [6] creates a vector file according to various
options. The second utility opencv_traincascade [6] uses the *.vec file generated in
previous step and set of background images to create the classifier (*.xml file).

Fig. 1 OpenCV classifier (.xml) design process
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Then, the classifier is applied on various test images using a simple Python
program. The code for this purpose is expected to draw a polygon at the location
where object is detected in the image.

As discussed in Sect. 2.1, the OpenCV utilities have many optional parameters
which alters the training process. opencv_createsamples has -vec, -info, -img, -bg,
-num, -bgcolor -bgthresh, -inv, -randinv, -maxidev, -maxxangle, -maxyangle,
-maxzangle, -show, -w, -h as parameters, the values for which are mentioned in
Table 1. opencv_traincascade has -data, -vec, -info, -img, -bg, -numPos, -numNeg,
-numStages, -mode, -w, -h, -minHitRate as parameters, the values for which are
mentioned in Table 2.

2.1 Code Syntax

OpenCV command usage

Table 1 opencv_createsamples parameters

Parameter Value Description

-maxxangle 1.1 Maximum X-axis rotation angle

-maxyangle 1.1 Maximum Y-axis rotation angle

-maxzangle 0.5 Maximum Z-axis rotation angle

-w 24 Sample width in pixels

-h 24 Sample height in pixels

Table 2 Opencv_traincascade parameters

Parameter Value Description

-numPos 18 No. of positive samples

-numNeg 18 No. of negative samples

-numStages 20 Trainable cascade stages

-w 24 Sample width in pixels

-h 24 Sample height in pixels
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Python code [7]

3 Results

Figure 2 shows the output of Python program, which clearly indicates the detection
of car keys. However, a better success rate and minimal false object detection can
be achieved by increasing the number of positive as well as negative samples. For
present study, 18 images for each category were chosen for training purpose.

4 Conclusion

A practical method of object detection was analyzed in real-time yielding positive
results. The biggest advantage of using OpenCV-Python for such purpose lies in the
fact that both tools are available for Linux operating system also. This makes it
possible to implement it on hardware platform such as Raspberry pi, etc., since
users can select OS of their choice for the hardware platform. Hence, a combination
of Linux-OpenCV-Python can be easily exploited over a hardware platform.
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Implementation of Ladder Logic
for Control of Pipeline Inspection Robot
Using PLC

Varnita Verma, Roushan Kumar and Vivek Kaundal

Abstract In the modern world, the transportation of goods and services plays an
important role in establishing good connections between the nations. The main
source of transportation of major energy sources like fuel gases, petroleum, and
other flow of gases and liquid has been done through pipelines, any crack, blow-
holes, or damage inside the pipe may lead to major economic loss and can catches
fire therefore the internal inspection of pipelines is needed. For inspection of nar-
row, deep, and hazardous environment inside the pipeline the robots is used. The
control of robot has been done by programmable logic controller (PLC) and internal
control of robot has been through human–machine interface (HMI). The control of
robot has two parts in terms of programming. First, the development of ladder logic
is done in Indraworks Engineering Software according to the sequence of opera-
tions and then simulates it on software itself to check the fulfillment of objectives.
Second, developing the HMI Interface is for internal control of robot and easy
access of operation. Touch screen has been used as HMI which is helpful in opting
the size of pipe accordingly pipeline inspection robot will adjust its arms.

Keywords Pipeline inspection robot � Rexroth PLC � Industrial automation �
HMI � Indraworks Engineering
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1 Introduction

The flow of gases and liquid has been done through pipelines and the inspection of
pipeline is must for proper transportation of gases and liquids and related to safety
issues, for internal inspection of pipe conventionally, humans go inside the pipe
which is harmful to the health of human. Therefore, the device has been created
which was inserted in pipes to check for obstruction or damage [1–3]. This robot is
capable of adjusting its arm from 30 to 40 cm and able to detect the intensity of
damage inside the pipe this could be done through inspection camera mounted on
the robot which helps in capturing the real-time images and processes the image
through image processing. This robot is very useful for internal inspection of
underground pipeline, sewage pipes, gas pipes, ac vent, etc., and easy repair of
pipeline can be done after knowing the defect location of pipeline. The most
popular nondestructive testing (NDT) techniques has been done with the help of
camera, ultrasonic sensor, microwave technique, and 3D optical sensor. The size
and shape of robot are dependent on the layout of entire pipeline structure [2].
Many pipeline inspection robots have been implemented before like PIRAT robot
which is a nonautonomous tethered robot for the quantitative and automatic
assessment of sewer conditions. Visual camera and laser scanner have been used as
a sensory device. A human operator can operate the robot from a surveillance unit
via a cable, with a length of 250 m (maximum). An expert system running on a
workstation was responsible for data interpretation and damage classification [1].
For sewer inspection, a platform has been developed which is semi-autonomous
and connected with surveillance unit by a cable named as Kanalroboter (KARO), it
is having an inclinometers which will correct the tilt poses by wheel of robot and
balanced them accordingly [2]. Kanal–Untersuchungs–Roboter-testplatform
(KURT) is a six-wheeled autonomous un-tethered robot. A map of pipe net is
needed for the navigation. Ultrasonic sensor, inclinometer, and CCD camera are
used for inspection [3]. For drain pipe inspection, wireless radio communication
system has been used by Ishikawa Tekkousyo in “The robot was developed based
on drain pipe inspection robot, Mogurinko 250” [4]. Rotating probes with piezo-
electric element have been used by “The Indian Institute of Technology Kanpur for
internal inspection robot [4]. There are many nondestructive techniques which have
been mentioned above along with non-contact inspection technique [5].
Classification of non-contact inspection techniques results into two techniques
optical and no optical techniques. Non-contact optical inspection techniques include
machine vision system, conventional optical instruments (optical comparators and
microscopes), laser system (scanning laser device), linear array devices, and optical
triangulation techniques. Non-contact non-optical inspection techniques include:
electrical field techniques, radiation techniques, and ultrasonic inspection methods.
In in-pipe inspection, robot has used machine vision (computer vision) in most of
them because of the distinction is that machine vision tends to imitate the capa-
bilities of the human optical sensory system. This includes not only the eyes, but
also the complex interpretive powers of the brain [6]. CCD-based technique that is
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embedded in in-pipe inspection robot structure has some limitations that restrict
their implementation like: (1) the lack of visibility in the interior of the pipes and
(2) the poor quality of the obtained images because of difficult lighting conditions
Fig. 1a, b.

2 Hardware System

The pipeline inspection robot is using the cable to control the robot and to transfer
the information data to detect the defects inside the robot. Robot is controlled by
wired remote to get a direct view to the pipe wall. PLC connection is also possible
through wire and in case of failure of power we can easily access the robot. For
control of robot, the Rexroth PLC L20 is needed along with Indraworks engineering
software installed in laptops or PC’s and the connection established between PLC
and Indraworks engineering software can be used in many ways like Profibus,
Ethernet cable, etc., after establishing the connections, the control of PLC input and
output devices can be done by developing Ladder logic. Wall-pressed
caterpillar-shaped robot consists of six motors in which three motor is used to
control the length of arms and another three motors are used for linear motion
control of robot. For each motor pushbutton switches have been provided. If Switch
1 is pressed then switch 4 cannot be true because at a time relay can move in single
direction, this problem is been rectified with in the ladder logic program. In the
motor switching Table S2 symbolizes the Switch_2 and, respectively, others have
the same extension. The robot will have 3 DOF in X and Z direction and one
rotatory shaft will rotate along 360 along with linear motion in x direction. Hence
three motors which drive the standard wheel rotate in two directions that make
robot to move in +x and −x direction and other three motor is used to adjust the
arms of robot according to the size of pipe diameter which gave linear motion in
+z and −z direction. The +x and −x direction motion can be done by developing the
motor control circuitry which helps motor to rotate in clockwise and anticlockwise
direction. The motor control circuitry consists of 24 V SPDT relay. For control of

Fig. 1 a Image acquisition test pipe [7]. b CCD Camera and lens system
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each motor in clockwise and anticlockwise direction, two SPDT relays are used
where common of two relays is connected to the motor and normally closed ter-
minal (NC Terminal) has been grounded and normally open terminal (NO
Terminal) has been connected to 12 V power supply and PLC output terminal has
been connected to the one terminal of relay coil and other was grounded.
When PLC output is high then accordingly relay got energized and rotates motor in
either of direction (Fig. 2a).

3 Software Algorithms

Software algorithms are used to run the system according to the requirement. In this
paper, the system has been controlled using Ladder Logic, which has been devel-
oped in Indraworks Engineering Software which is compatible with Rexroth
L20 PLC. Software algorithms consist of two states naming of variables and Ladder
logic implementation. The location of input switches and output port which are
used in the ladder logic has been mentioned in the Figs. 3 and 4 with their data
types.

The Ladder Logic for control of three arm motor in clockwise and anticlockwise
direction in order to move the robot in clockwise and anticlockwise direction and
three thread screw motor are used to adjust the size of robot. Start and stop switches
are used to switch ON and OFF the device but the motor will run according to
Switches allotted to them.

Control of each motor consists of a TON Timer and a TOF Timer to produce the
square pulses which will run the DC motor attached to the arms and thread screw.
The speed of motor can be controlled by adjusting the preset time of the timer
which controls the pulse width and accordingly the speed of the motor is controlled.
The flow chart of the system has been showed in Fig. 3.

Fig. 2 a Relay circuit and b block diagram
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4 Visualization and HMI

In Indraworks Engineering Software, the visualization tool provides an easy
understanding of system parameters and gave visual platform to user to monitor the
system and able to extract the useful content out of it. It works similarly as the
SCADA software which builds the graphic user interface (GUI) between man and
machine. It is used as indicator to know the status of switch whether the switch is
pressed or not, various indicators are used in HMI to know the real-time operation.
Monitor and control of robot can be done through HMI by pressing the pushbutton

Fig. 4 HMI interface

Fig. 3 System flow chart
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on HMI. Hence it gave an advance safety feature to the system. The layout of HMI
has been shown below in Fig. 4.

In the HMI displayed, the motor 1, motor 2, motor 3 are used for linear and
rotatory motion of robot while motor 4, motor 5, motor 6 have been used for
adjusting the arms of robot according to the size of pipelines. Switches are the
manual control of robot and indicator will show the status of switches.

5 Result and Discussions

The experiment setup of pipeline inspection robot has been shown in Fig. 5 which
consists of Rexroth L20 PLC, RS232 cable, Onboard and Inline I/O’s, wall-pressed
caterpillar-shaped pipeline inspection robot, motor driver circuit, different push-
buttons, and toggle switches and HMI. The control robot through HMI has been
properly done.

The total machine cycle used in ladder logic is of 13 rungs each rung will take
2 ms with timer hence total time taken by robot to complete one Scan cycle is
26 ms and comparison of different motor driver types with each other’s is shown in
Fig. 6. Hence implementation of ladder logic will control the pipeline inspection
robot more effectively with less duration of time.

Fig. 5 Experimental setup

S.No. Motor Driver Type Torque of Motor
(oz-in)

Speed of Motor
(RPM)

Time Latency
(ms)

1 Relay Circuit 0.05 10,786.3 26ms
2 L293d motor Driver 0.075 10,324.85 40ms
3 Variable Speed driver 0.1 9,863.6 82ms
4 IXDN404PI 0.125 9,402 150ms
5 SCR Dc Driver 0.15 8,940.9 350ms

Fig. 6 Comparison table of motor driver wrt to time latency
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1 Introduction

Reliability is always a top customer concern and is increasingly vocalized by cus-

tomers as a major factor in purchasing decisions. When someone assigns attribute

“reliable” to a component or a system, it precisely means to say that the same will

render service for a good or at least reasonable period of time [1]. Designing a highly

reliable system is the most challenging task for a design engineer because it is man-

datory for him/her to strike a balance between multiple competing objectives like to

maximize reliability, minimize cost, minimize weight, etc. Optimization deals with

finding the extreme (optimal) value of a function in a domain of definition, subject

to various constraints on the variable values. In other words, optimization is the act

of determining the value of certain parameters subject to constraints so that some mea-

sure of optimality is satisfied. The applicability of optimizationmethods is widespread

(Science, Engineering, Mathematics, Economics, Commerce, Management etc.),

reaching into almost every activity in which numerical information is processed.

In single objective optimization problem (SOOP), the main objective is to find one

optimum solution. Therefore, it cannot provide a set of alternative solutions that trade

different objective against each other. On the contrary, the main objective of a multi-

objective optimization problem (MOOP) is to find a set of compromised solutions

(Pareto-optimal solutions) instead of finding a single optimal solution. These

Pareto-optimal solutions help DM to find the most preferred optimal solution

according to his/her subjective preferences [2]. As far as solution to multi-objective

problem is concerned one can solve such problems either under single objective for-

mulation or under multi-objective formulation. In the past two decades the problems

of multi-objective reliability optimization have been extensively solved [3–12].
In general, obtaining optimal reliability design is a tedious task because of the non-

deterministic polynomial-time hard (NP-hard) nature of reliability optimization prob-

lems [13]. So it is almost impossible to find the solution of those types of problems

using exact methods or heuristics. Therefore, metaheuristic algorithms, particularly,
Mathematics Applied to Engineering. http://dx.doi.org/10.1016/B978-0-12-810998-4.00006-5
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particle swarm optimization (PSO), gray wolf optimization (GWO) algorithm, genetic

algorithm (GA), Cuckoo Search algorithm (CSA), ant colony optimization (ACO),

etc. are suitable for solving reliability optimization problems. Recently, many meta-

heuristics [2,14,15] have been employed to solve reliability optimization problems.
1.1 Multi-objective reliability optimization problems
MaxF¼ðf1 r1, r2,…, rn, x1, x2,…, xnð Þ, f2 r1, r2,…, rn, x1, x2,…, xnð Þ,…,

fK r1, r2,…, rn, x1, x2,…, xnð ÞÞ
subject to

f ci r1, r2,…, rn, x1, x2, xnð Þ� bi, fori¼ 1,2,…,m

lj � xj � uj, xj 2 Z +, forj¼ 1,2,…, n

rj 2 0, 1ð Þ�R, forj¼ 1,2,…, n

re f , 8k¼ 1,2,…,K is one of the objective functions of the problem and K is the
whe k

total number of objective functions. In most practical situations involving reliability

optimization, there are several mutually conflicting goals such as maximizing system

reliability and minimizing cost, weight, volume, and constraints required to be

addressed simultaneously. Some main objectives can be expressed as:

Objective 1 The most important objective is the maximization of system reliability

(RS). It enables the system to function satisfactorily throughout its intended service

period
MaxRS

n our approach we are considering all minimization problems. Hence, the above
As i

objective is equivalent to minimization of system unreliability (QS ¼ 1�RS) that can

be expressed as follows
MinQS
Objective 2 The addition of the redundant components increases not only the system

reliability but also its overall cost (CS). A manufacturer has to balance these con-

flicting objectives, keeping in view the importance of reducing the overall cost
MinCS
Objective 3 As with cost, every added redundant component increases the weight of

the system. Usually, the overall weight of a system needs to be minimized along with

its cost even as reliability is maximized (or unreliability is minimized)
MinWS



Solving complex reliability optimization problem 117
1.2 Pareto dominance

For anyminimizationproblem,a solution x
!1 is said todominate x

!2 (denotedby x
!1 � x

!2)

iff x
!1 is no worse than x

!2 in all objectives, i.e. fi x
!1

� �
� fi x

!2
� �

, 8i¼ 1,2,3,…,M,

and x
!1 is strictly better than x

!2 in at least one objective, i.e.

9i¼ 1,2,3,…,M : fi x
!1

� �
< fi x

!2
� �

.

The definition for a maximization problem �ð Þ is analogical. If x!1 dominates x
!2, it

is also customary to write any of the following:

l x
!2 is dominated by x

!1;
l x

!1 is nondominated by x
!2, or x

!1is noninferior to x
!2.
1.3 Particle swarm optimization

PSO, developed by Eberhart and Kennedy, is a swarm intelligence method for solving

optimization problems [1]. PSO is inspired by the ability of flocks of birds, schools of

fish, and herds of animals to adapt to their environment, find rich sources of food, and

avoid predators by implementing “information sharing” approaches, hence, develop-

ing an evolutionary advantage [11,16,17]. PSO is initialized with randomly generated

population of particles (initial swarm) and a random velocity is assigned to each

particle that propagates the particle in search space toward optima over a number

of iterations. Each particle has a memory remembering best position attained by it

in the past, which is called personal best position (Pbest). Each particle has its Pbest

and the particle with the best value of fitness is called global best particle (Gbest).

Suppose that the search space is D dimensional, the ith particle of the population

can be represented by a D-dimensional vector (xi
1,xi

2,…,xi
D)T. The velocity of this

particle can be represented by another D-dimensional vector (Vi
1,Vi

2,…,Vi
D)T. The

previously best visited position of ith particle is denoted by Pi and the best particle

in the swarm is denoted by Pg. The update of the particle’s position is accomplished

by the following two equations. Eq. (1) calculates a new velocity for each

particle based on its previous velocity and Eq. (2) updates each particle’s position

in search space.
Vk + 1
id ¼wVk

id + c1r1 pkid tð Þ� xid tð Þ� �
+ c2r2 pkg tð Þ� xkid tð Þ

h i
(1)

xk + 1id t + 1ð Þ¼ xkid tð Þ+ vk + 1id t + 1ð Þ (2)

e k¼ iteration number, d¼1,2,3, …, D; i¼1,2,3, …, N; N¼ swarm size,
wher

w¼ inertia weight, which controls the momentum of particle by weighing the con-

tribution of previous velocity; c1 and c2 are positive constants called acceleration

coefficients; r1 and r2 are random numbers uniformly distributed between [0,1].
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2 Multi-objective particle swarm optimization
incorporating the mechanism of crowding distance

MOPSO-CD is a swarm-based artificial intelligence-based technique. It is inspired

from the food searching behavior of birds flocking or fish schooling. Crowding dis-

tance technique has been extensively applied in evolutionary multi-objective optimi-

zation algorithms to promote the diversity. The proposal for using crowding distance

measure in MOPSO for Gbest selection and archiving updating was first made by

Raquel et al. [6]. This approach used a mutation operator proposed by Coello et al.

[18] to produce a highly explorative behavior in the algorithm in such a way that it

is applied only during a certain number of generations at the beginning of the process.

This is helpful in terms of preventing premature convergence due to existing local

Pareto optimal fronts in some optimization problems. The performance of this

approach was highly competitive in converging toward the Pareto optimal front

and generated a well-distributed set of nondominated solutions. MOPSO-CD has

drawn some attention recently as it exhibits a relatively fast convergence and well-

distributed Pareto optimal front compared with other multi-objective optimization

algorithms [19,20]. Therefore, MOPSO-CD approach has been applied to solve

multi-objective reliability optimization problems in this chapter. In this process, at

each generation the following computation takes place: first the crowding distance

is computed for selecting the global best particle and also for deleting particles from

the external archive of nondominated solutions. The global best guide of the particles

is selected from nondominated solutions with the highest crowding distance values.

Selecting different guides for each particle in a specified top part of sorted repository

based on a decreasing crowding distance allows the particles in the primary population

to move toward those nondominated solutions in the external repository which are in

the least crowded area in the objective space. Also, whenever archive is full, crowding

distance is again used in selecting which solution to replace from the archive. This

promotes diversity among the stored solutions in the archive since those solutions

which are the most crowded areas are most likely to be replaced by a new solution.

A flowchart showing the procedure of MOPSO-CD is provided in Fig. 1 [20,21].

Comparing with other evolutionary approaches, it has the following advantages

[21–24]:

(i) less parameters

(ii) easy implementation

(iii) fast convergence
3 Application of MOPSO-CD in reliability optimization
problems

To evaluate the performance of MOPSO-CD for reliability optimization problems, a

reliability test problem, namely series system is solved.



No

Yes

Yes

No

Randomly initialize population positions,
velocities, Pbest and Gbest

For every particle

Evaluate the fitness values

Insert new nondominated solution into A
and delete all dominated solutions from A

Compute the crowding distance values of
each nondominated solution in A and sort

in descending

Output the pareto solution set

Start

Update Pbest and Gbest

Is the A full?

Update particle position and velocity

Termination?

Next particle

Randomly select particle from a
specified bottom portion(e.g., lower 10%)

and replace it with the new solution

Specify the parameters for MOPSO-CD

Produce next swarm of particles

End

Fig. 1 The flow chart of MOPSO-CD.
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Fig. 2 Block diagram of series system.
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3.1 Series system

Suppose a certain series system as shown in Fig. 2 consists of five components, each

having component reliability rj, j¼ 1, 2, 3, 4, 5. The cost of jth component is assumed

to be an increasing function of rJ in the form
cj ¼ aj log
1

1� rj

� �

+ bj, j¼ 1,2,…, 5 (3)

re vectors of coefficients a and b are a¼ (24,8,8.75,7.14,3.33) and
whe j j

b¼ (120,80,70,50,30), respectively. Thus the system reliability RS, system

unreliability QS, and system cost CS are given by
RS ¼
Y5

J¼1

rJ (4)
or
QS ¼ 1�RSð Þ¼ 1�
Y5

J¼1

rJ (5)

CS ¼
X5

J¼1

cj ¼ aj log
1

1� rj

� �

+ bj (6)

the MOOP problem is to determine the reliability of components, which max-
Then

imizes the system reliability and minimizes the system cost or in other words, which

minimizes both system unreliability and system cost. Thus the mathematical formu-

lation of the problem is:
Find r1, r2, r3, r4, r5ð Þ to minimize QS, CSð Þ
subject to

0� rj � 1, j¼ 1,2,3,4,5

(7)

ng [25] solved this problem using fuzzy approach and reported only three Pareto-
Hua

optimal solutions using aggregation method. We applied MOPSO-CD to solve this

problem. The Pareto optimal front obtained by MOPSO-CD is shown in Fig. 3.

The parameters used to solve the problem are shown in Table 1. The different solu-

tions represent different combinations of system reliability and cost. The user has the

flexibility and choice to choose a particular combination depending on the needs and

constraints with the aid of a proper decision making process.
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Fig. 3 Pareto front obtained by MOPSO-CD for series system.

Table 1 Parameters used in MOPSO-CD for series system

Pop size Max gen Mutation prob. Archive size c1 c2 w

200 300 0.25 220 1 1 0.3
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4 Analysis of MOPSO-CD in reliability optimization
problems

In this section, authors have analyzed the results obtained from MOPSO-CD for dif-

ferent parameter settings in reliability optimization problems of MOOP category. We

have tried to check the different parameters on the optimization process. For each

problem, first inertia weight is kept constant, and then the quality of Pareto optimal

fronts for different mutation probabilities and acceleration coefficients is checked.
4.1 Series system

We have checked different settings of parameters and reported one of the best Pareto

optimal fronts found during the investigation in Fig. 3. For further investigation we

have tried to check the impact of different values of inertia weight, acceleration coef-

ficient, and probability of mutation on the behavior of Pareto optimal front. Following

three types of investigations have been made:

1. The Pareto optimal fronts for w¼0.3, 0.6, 0.9, and 1.20 have been checked.

2. The acceleration coefficients are kept at 1 (as suggested in original MOPSO-CD) and 2.0 (as

suggested in most of the previously reported literature of PSO) for each of the aforemen-

tioned inertia weight.

3. For each above values of inertia, weight, and different acceleration coefficients, the proba-

bility of mutation has been tested for 0.3, 0.6, and 0.9.
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For the series system first we have kept w¼0.3 and acceleration coefficients c1 and c2
are kept at 1.0. Then we kept changing the probability of mutation. For the different

probabilities of mutation we have got almost same Pareto optimal fronts. It is further

observed that these Pareto optimal fronts have good diversity and different probabil-

ities of mutation provided almost same Pareto optimal fronts. These Pareto optimal

fronts are shown in Figs. 4–6. But when we change acceleration coefficients c1 and
c2 to the value 2.0 for the same value of inertia weight and probability of mutation,

the Pareto optimal fronts lose their diversity and uniformity. These Pareto optimal

fronts are shown in Figs. 7–9. Same experiments have been carried out for other
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Fig. 4 Pareto optimal front

for series system for

w¼ 0:3, c1 ¼ c2 ¼ 1:0, and
Pmut ¼ 0:3.
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Fig. 5 Pareto optimal front

for series system for

w¼ 0:3, c1 ¼ c2 ¼ 1:0, and
Pmut ¼ 0:6.
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Fig. 6 Pareto optimal front

for series system for

w¼ 0:3, c1 ¼ c2 ¼ 1:0, and
Pmut ¼ 0:9.
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Fig. 7 Pareto optimal front

for series system for

w¼ 0:3, c1 ¼ c2 ¼ 2:0, and
Pmut ¼ 0:3.
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Fig. 8 Pareto optimal front

for series system for

w¼ 0:3, c1 ¼ c2 ¼ 2:0, and
Pmut ¼ 0:6.
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Fig. 9 Pareto optimal front

for series system for

w¼ 0:3, c1 ¼ c2 ¼ 2:0, and
Pmut ¼ 0:9:
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different settings of parameters. Similarly many Pareto optimal fronts can be obtained

varying the different parameters. When w is fixed at 0.6 and kept changing the prob-

ability of mutation and acceleration coefficients, we have got the same results.

Although the Pareto optimal fronts for w¼ 0:6 are not as much good as for

w¼ 0:3. Similar results are found for w¼ 0:9 and w¼ 1:20: These Pareto optimal

fronts are shown in Figs. 10–27. It is clear from these plots that as we increase inertia

weight from w¼ 0:3 to w¼ 1:2, diversity also decreases and at the same time by
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Fig. 10 Pareto optimal front for series system for w¼ 0:6, c1 ¼ c2 ¼ 1:0, and Pmut ¼ 0:3:
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Fig. 11 Pareto optimal front for series system for w¼ 0:6, c1 ¼ c2 ¼ 1:0, and Pmut ¼ 0:6:
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Fig. 12 Pareto optimal front for series system for w¼ 0:6, c1 ¼ c2 ¼ 1:0, and Pmut ¼ 0:9:
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Fig. 13 Pareto optimal front for series system for w¼ 0:6, c1 ¼ c2 ¼ 2:0, and Pmut ¼ 0:3:
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Fig. 14 Pareto optimal front for series system for w¼ 0:6, c1 ¼ c2 ¼ 2:0, and Pmut ¼ 0:6:
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Fig. 15 Pareto optimal front for series system for w¼ 0:6, c1 ¼ c2 ¼ 2:0, and Pmut ¼ 0:9:
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Fig. 16 Pareto optimal front for series system for w¼ 0:9, c1 ¼ c2 ¼ 1:0, and Pmut ¼ 0:3:
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Fig. 17 Pareto optimal front for series system for w¼ 0:9, c1 ¼ c2 ¼ 1:0, and Pmut ¼ 0:6:
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Fig. 18 Pareto optimal front for series system for w¼ 0:9, c1 ¼ c2 ¼ 1:0, and Pmut ¼ 0:9:
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Fig. 19 Pareto optimal front for series system for w¼ 0:9, c1 ¼ c2 ¼ 2:0, and Pmut ¼ 0:3:
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Fig. 20 Pareto optimal front for series system for w¼ 0:9, c1 ¼ c2 ¼ 2:0, and Pmut ¼ 0:6:
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increasing value of acceleration coefficients for the different values of mutation prob-

ability the Pareto optimal fronts get poorer and lose their uniformity. Hence, for the

series system the value of acceleration coefficient and inertia weight should not be

very high as it can disturb the convergence and diversity of the algorithm.
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Fig. 21 Pareto optimal front for series system for w¼ 0:9, c1 ¼ c2 ¼ 2:0, and Pmut ¼ 0:9:
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Fig. 22 Pareto optimal front for series system for w¼ 1:2, c1 ¼ c2 ¼ 1:0, and Pmut ¼ 0:3:
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Fig. 23 Pareto optimal front for series system for w¼ 1:2, c1 ¼ c2 ¼ 1:0, and Pmut ¼ 0:6:
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Fig. 24 Pareto optimal front for series system for w¼ 1:2, c1 ¼ c2 ¼ 1:0, and Pmut ¼ 0:9:
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Fig. 25 Pareto optimal front for series system for w¼ 1:2, c1 ¼ c2 ¼ 2:0, and Pmut ¼ 0:3:
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Fig. 26 Pareto optimal front for series system for w¼ 1:2, c1 ¼ c2 ¼ 2:0, and Pmut ¼ 0:6:
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Fig. 27 Pareto optimal front for series system for w¼ 1:2, c1 ¼ c2 ¼ 2:0, and Pmut ¼ 0:9.
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5 Conclusion

Authors have applied MOPSO-CD for multi-objective reliability optimization prob-

lem. For this problem the MOPSO-CD algorithm evolves a good distribution of new

Pareto-optimal solution set. The results are encouraging and suggest the applicability

of the MOPSO-CD approach to more complex and real-world engineering problems.

Apart from this, the MOPSO-CD is tested for different parameter settings. It is con-

cluded that MOPSO-CD performed better for the lower value of acceleration coeffi-

cients and inertia weight but for higher values it can disturb the convergence and

diversity of the algorithm.

Further, potential application of the well-proven techniqueMOPSO-CD in reliabil-

ity optimization is presented. This theme links ideas and contributions that span the

following areas:

l One of the most important practical advantages of the proposed PSO approach is that the

mathematical models of real-life optimization problems can be solved.
l MOPSO-CD is examined for different settings of parameter, and it is concluded that inertia

weight and acceleration coefficients have more effect on Pareto optimal front than the prob-

ability of mutation. The higher value (usually more than 0.6) of inertia weight is more

responsible in lacking the diversity of swarm.
l The extension of the methodology especially to complex systems, and the results achieved,

has demonstrated the efficiency of MPSO technique introduced in this work. The results

obtained for reliability optimization problems are either better or comparable than those

of previously reported results.
6 Future scope

l As part of future work plans, authors aim to develop a more efficient, optimized versions of

the proposed algorithms so that it can tackle more complex problems. We have already iden-

tified some very interesting real-world problems coming from the wireless communication

field (we have tried to optimize transmission/reception power, Antenna gain, date error rate,
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size, cost, etc. of devices and systems), which we could not tackle using the existing

implementation due to too long run time.
l Also, MOPSO-CD is implemented only for reliability allocation problems, which are con-

tinuous nonlinear programming problem. The further work can be carried out to implement

MOPSO-CD in redundancy allocation and reliability-redundancy allocation problems,

which are integer nonlinear programming and mixed integer nonlinear programming

problems, respectively.
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Abstract: A one pot multi-component reactions using D-Malic acid as a chiral organocatalyst was carried out to synthesize a 
series of α-aminophosphonates by the reaction of various aldehydes, aniline and diethyl phosphite under solvent free conditions 
in excellent yield and were compared to parallel reactions under same conditions in absence of catalyst. The compounds thus 
synthesized were analyzed through NMR. The obtained outcomes represents excellent results with the used catalyst signifying 
that D-malic acid could be a persuasive catalyst for certain organic synthesis. 
 
Key words: D-Malic acid, organocatalyst, α-aminophosphonates, catalyst, organic synthesis 

 
INTRODUCTION 

α-aminophosphonates are considered to be structural equivalents of α -amino acids, also present in 
numerous natural products are in profound emphasis in the recent time in account to their copious properties and 
usage as an antimicrobial, anticancer/antitumor agent, [1-4] pesticides, [5-7] medicine/pharmacy [8, 9] due to their 
great potential to affect enzymatic activities related to various pathological ailments, etc. 10-12]. Time to time 
various synthetic processes and routes are being employed in the synthesis of these α-aminophosphonates viz., 
uncatylsed reaction, [11] use of certain Lewis acids such as Cu2+[BF4

-]2, [13] SmI2, [14] , Cu(OSO2CF3)2, [15] 
H2Ti3O7 nanotubes, [16] Bismuth triflate, [17] HClO4, [18] etc. however these compounds/catalyst are having 
drawback that they cannot be used for insitu synthesis as a consequence of production of various spinoffs, whereas 
certain catalyst viz., Mg(Cl2)4, [19] TaCl5-SiO2, [20] etc. take extended time to generate desired products.  

In this perspective to deal with above limitations the route involving the use of chiral catalyst is of immense 
applicability. The chirality of organic molecules bequeaths various biological properties to them also there is 
immense use of chirality in venting off the unwanted inefficient molecule. Nevertheless chiral synthesis is one of the 
most challenging works in the field of organic synthesis [21, 22]. These asymmetric reactions are highly prolific and 
economical; hence combating the waste resulting from racemate resolution. Chiral catalyst for asymmetric synthesis 
is been in extensive use in recent times. Usually scheming of a chiral catalyst in workshop for asymmetric synthesis 
is an obstinate work, consequently naturally occurring chiral molecules can be employed for this, in this regard 
various naturally occurring organic compound are used viz. proline, [21, 23] oxalic acid, [22]  binaphthol phosphate, 
[24] etc.  

In this current work a chiral organocatalyst D-Malic acid is taken into consideration for exploring its 
probability as a potent chiral catalyst in the α-aminophosphonates synthesis. Synthesized products were subjected to 
1H-NMR for determination and time taken and percent yield were observed.   

 
EXPERIMENTAL 

Material and Method 
This work reports asymmetric synthesis of α-aminophosphonates employing D-Malic acid as a potential 

chiral organocatalyst under solvent-free conditions at 50±1 0C. Reactions were carried at room temperature (~35-40 
0C) and higher temperatures of 50 0C-80 0C. The optimum temperature for reaction proceeding was found to be 50 
0C. A magnetically stirred mixture of various aromatic aldehydes (10-2 mol), aniline (0.931 g, 10-2 mol), diethyl 
phosphite (1.380 g, 10-2 mol) and D-Malic acid (0.134 g, 10-3 mol) was kept at 50±1 0C for the course of the reaction. 
The products obtained were filtered and washed repeatedly with deionized water. The obtained products (80-90 %) 
were recrystallized through chloroform to grow thick white/transparent needle shaped crystals. Along with catalyzed 
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reaction parallel unanalyzed reactions were carried out to conclude the worth of the catalyst (D-malic acid), 
(Scheme-1). 

R
CHO NH2 P

O

OEtEtO

H
HN

R P
O

OEt

OEt

D-malic acid

Temp.

 
R= various aromatic aldehyde 

Scheme-1: Reaction for synthesis of α-aminophosphonate 

Mechanism 

The reaction mechanism for one pot synthesis of aminophosphonates continues through generation of the imine 
from reaction of carbonyl with aniline, succeeded by nucleophilic attack of the diethyl phosphite.  

O

C
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H
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Scheme 2: Mechanism of reaction for synthesize of α-aminophosphonate. 

The results of reactions are presented in Table 1. It is apparent from the obtained results that the used catalyst 
reduces the reaction time and proliferate the yield percentage, irrespective of the substituents present on ring of 
aromatic aldehydes. 

 

 

 
Figure 1. 1H NMR of Diethyl [phenyl-1-phenylamino]-methylphosphonate 
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Figure 2. 1H NMR of Diethyl [(o-nitrophenyl) (phenylamino) methyl]phosphonate 

 
 
 
 
 

 
Figure 3. 1H NMR of Diethyl [(m-methoxyphenyl) (phenylamino) methyl]phosphonate 
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Figure 4. 1H NMR of Diethyl [(o-methoxyphenyl) (phenylamino) methyl]phosphonate 

 
 
 
 
 

 
Figure 5. 1H NMR of Diethyl [(o-chlorophenyl)(1-phenylamino) methyl]phosphonate 
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Figure 6. 1H NMR of Diethyl [(p-methylphenyl) (phenylamino) methyl]phosphonate 

 
 
 
 
 
 
 

 
Figure 7. 1H NMR of Diethyl [(p-fluorophenyl)(1-phenylamino) methyl]phosphonate 
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Table 1 Required time and percentage yield of synthesized α-aminophosphonates. 

Compound % Yield Time (Hr) 

Code Name and Structure With 
Catalyst 

Without 
Catalyst 

With 
Catalyst 

Without 
Catalyst 

1A 

P O

O

O

N
H

 
Diethyl [phenyl-1-phenylamino]-

methylphosphonate 

89 81 1 3 

1B 
N
H

N+

O-O

P OO

O

 
Diethyl [(o-nitrophenyl) (phenylamino) 

methyl]phosphonate 

82 67 3.5 9.0 

1C HN
O

P
O

O
O

 
Diethyl [(m-methoxyphenyl) (phenylamino) 

methyl]phosphonate 

90 86 3.5 7.5 

1D 

P OO

O

N
H

O
 

Diethyl [(o-methoxyphenyl) (phenylamino) 
methyl]phosphonate 

90 80 1.0 1.5 

1E 

P OO

O

N
H

Cl  
Diethyl [(o-chlorophenyl)(1-phenylamino) 

methyl]phosphonate 

92 83 3.0 7.5 

1F 
P

O

O
O

HN
 

Diethyl [(p-methylphenyl) (phenylamino) 
methyl]phosphonate 

85 67 5.0 10.5 

1G 
P

O

O
O

HN
F

 
Diethyl [(p-fluorophenyl)(1-phenylamino) 

methyl]phosphonate 

85 73 4.5 9.5 

 

RESULT AND DISCUSSION 

In the direction to synthesize α-aminophosphonates derivatives, a simplified procedure was anticipated. An 
instantaneous reaction of aniline, diethyl phosphite and aromatic aldehyde at 50±10C with organocatalyst D-Malic 
acid affords desired products in respectable yields (Table-1). The extant reaction has been relatively quicker, as 
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anticipated, compared to those in conventional solution phase synthesis. It is obligatory to remark that in all cases 
the conversion was never 100 %.  Some quantity of starting material recovered after every reaction. 

Structure Elucidation 

 Structures of synthesized α-aminophosphonates have been confirmed by their 1H-NMR spectral analysis. 

1. Diethyl [phenyl-1-phenylamino] methylphosphonate [1A] 

M.P.: 93ºC, Colour: White, % Yield: 89 

1H NMR (CDCl3, TMS, 400 MHz): δ (ppm) 6.6-7.5 (9H, m, Ar-H), 5.0 (1H, br s, N-H), 4.8 (1H, d, 2JP-C-H = 24.2 
Hz, P-C-H), 3.64-4.16 (2H, m, P-O-CH2-CH3),1.1-1.3 (3H, t, J= 7.2 Hz, P-O-CH2-CH3). 

2. Diethyl [(o-nitrophenyl) (phenylamino) methyl]phosphonate [1B] 

M.P.: 89ºC, Colour: Yellow, % Yield: 82 

1H NMR (CDCl3, TMS, 400 MHz): δ (ppm) 6.4-8.2 (9H, m, Ar-H), 5.00 (1H, br s, N-H), 4.7 (1H, dd, 3JH-N-C-H = 7.0 
Hz, 2JP-C-H = 24 Hz, P-C-H), 3.8.10-4.20 (2H, m, P-O-CH2-), 1.1-1.3 (3H, t, J= 7.0 Hz, P-O-CH2-CH3). 

3. Diethyl [(m-methoxyphenyl) (phenylamino) methyl]phosphonate [1C] 

M.P.: 112ºC, Colour: White, % Yield: 90 

1H NMR (CDCl3, TMS, 400 MHz): δ (ppm) 6.4-7.1 (9H, m, Ar-H), 4.5 (1H, br s, N-H ), 4.45 (1H, d, 3JH-N-C-H = 24.2 
Hz, CH), 4.05-4.1 (1H, m, P-O-CH2-CH3), 3.73 (3H, s, -O-CH3 group at benzene), 1.11 (3H, t, J= 7.0 Hz, P-O-CH2-
CH3). 

4. Diethyl [(o-methoxyphenyl) (phenylamino) methyl]phosphonate [1D] 

M.P.: 115ºC, Colour: White, % Yield: 90 

1H NMR (CDCl3, TMS, 400 MHz): δ (ppm) 6.4-7.3 (9H, m, Ar-H), 4.85 (1H, br m, N-H), 4.45 (1H, dd, 3JH-N-C-H 
=7.0, Hz  2JP-C-H= 24, Hz, P-C-H), 4.1-4.2 (2H, m, P-O-CH2-CH3), 4.0 (3H, s, -O-CH3 group at benzene), 3.7-3.6 
(1H, m, O-CH2-CH3), 1.4 (3H, t, J=7.0 Hz, O-CH2-CH3).  

5. Diethyl [(o-chlorophenyl)(1-phenylamino) methyl]phosphonate [1E] 

M.P.: 92ºC, Colour: White, % Yield: 92 

1H NMR (CDCl3, TMS, 400 MHz): δ (ppm) 6.8-7.3 (9H, m, Ar-H), 5.4 (1H, dd, 3J= 7.0 Hz, 2J= 24.0 Hz, HN-CH-
P), 5.0 (1H, br s, N-H), 3.80 (2H, m, J= 7.0 Hz,  P-O-CH2-CH3), 1.10 (3H, t, J= 7.0 Hz, P-O-CH2-CH3).  

6. Diethyl [(p-methylphenyl) (phenylamino) methyl]phosphonate [1F] 

M.P.: 67ºC, Colour: Brown, % Yield: 85 

1H NMR (CDCl3, TMS, 400 MHz): δ (ppm) 6.4-7.1 (9H, m, Ar-H), 4.5 (1H, br s, N-H), 4.3 (1H, d, JH-C-P= 24.0 Hz, 
P-C-H), 3.6-3.9 (2H, m, P-O-CH2-CH3), 2.3 (3H, s, -CH3), 1.2 (3H, t, J=7.1 Hz, P-O-CH2-CH3). 

7. Diethyl [(p-fluorophenyl)(1-phenylamino) methyl]phosphonate [1G] 

M.P.: 89ºC, Colour: White, % Yield: 90 

1H NMR (CDCl3, TMS, 400 MHz): δ (ppm) 6.3-7.2 (9H, m, Ar-H), 4.6 (1H, br s, N-H), 4.55 (1H, d, 2JP-C-H = 24.1 
Hz, P-C-H), 3.5-3.9 (2H, m, P-O-CH2-CH3), 1.1-1.3 (3H, t, J= 7.1 Hz, P-O-CH2-CH3).                                 
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CONCLUSION 

A simple, competent, and environmentally benign method for the synthesis of α-aminophosphonates was 
developed, NMR studies suggests the synthesis of desired products with the help of chiral organocatalyst. Greater 
yield percentage of products and reduction in reaction time was observed for the catalyzed products as compared to 
uncatylsed ones.  
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Abstract. Recent experimental studies have shown the presence of pre-compound emission component in heavy
ion reactions at low projectile energy ranging from 4 to 7 MeV/nucleons. In earlier measurements strength of
the pre-compound component has been estimated from the di↵erence in forward-backward distributions of
emitted particles. Present measurement is a part of an ongoing program on the study of reaction dynamics of
heavy ion interactions at low energies aimed at investigating the e↵ect of momentum transfer in compound, pre-
compound, complete and incomplete fusion processes in heavy ion reactions. In the present work on the basis
of momentum transfer the measurement of the recoil range distributions of heavy residues has been used to de-
cipher the components of compound and pre-compound emission processes in the fusion of 16O projectile with
159Tb and 169Tm targets. The analysis of recoil range distribution measurements show two distinct linear mo-
mentum transfer components corresponding to pre-compound and compound nucleus processes are involved.
In order to obtain the mean input angular momentum associated with compound and pre-compound emission
processes, an online measurement of the spin distributions of the residues has been performed. The analysis
of spin distribution indicate that the mean input angular momentum associated with pre-compound products
is found to be relatively lower than that associated with compound nucleus process. The pre-compound com-
ponents obtained from the present analysis are consistent with those obtained from the analysis of excitation
functions.

1 Introduction

The pre-compound (PCN) emission process in heavy ion
reactions at relatively low energies ranging from 4 to 7
MeV/nucleon has been a topic of recent interest [1], since
it is, generally, expected to occur at relatively high ener-
gies ⇡10-15 MeV/nucleon[2]. The PCN process may be
understood as the fusion of two heavy nuclei in such a way
so that a composite nucleus forms far from the statistical
equilibrium, and a large fraction of its energy is consid-
ered to be in the form of an orderly translational motion
of the nucleons of the projectile and target nucleus[3–8].
This orderly motion transforms slowly into chaotic ther-
mal motion through a series of two-body interactions. The
thermalization process completes when the composite nu-
cleus reaches a state of thermal equilibrium referred to as
compound nucleus (CN). During the thermalization of an
excited composite system, it may be possible that a single
nucleon or a cluster of nucleons having considerable en-
ergy is ejected into the continuum. As soon as the state of
thermal equilibrium is attained, the accumulation of suffi-
cient energy on a single nucleon or a cluster of nucleons
?e-mail: manojamu76@gmail.com
??e-mail: bpsinghamu@gmail.com

may occur in a random sequence of events and hence, may
require much longer emission times favoring the emission
of low energy particles. The emission of such light par-
ticles prior to the establishment of thermodynamic equi-
librium of the composite system are termed as the PCN
particles and the reaction mechanism is referred to as the
PCN process.

The time scale at which PCN emissions occur is very
short ⇡10−21 sec., while for further evaporations from
the equilibrated nucleus take a longer time ⇡10−16 sec.
The rate of emission of the PCN nucleons depends on
the complexity of self-consistent mean-field interaction
between the projectile and target nucleus, their structure
e↵ects[7, 9] and excitation energy availed by nucleons of
composite system. This determines the initial energy dis-
tribution among the nucleons in the projectile and the tar-
get nuclei, which starts a cascade of nucleon-nucleon in-
teractions as soon as the two nuclei touch each other. Some
of the important experimental characteristics of the PCN
process are; (i) the presence of a larger number of high-
energy particles as compared to the spectrum predicted by
the statistical model, (ii) forward-peaked angular distribu-
tion of the emitted particles through PCN process, (iii) ob-
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servation of smaller recoil range/linear momentum of the
evaporation residues left over emission of PCN particles
as compared to CN particles, (iv) observation of lower
value of the spin with PCN process as compared to CN
process, (v) slowly decreasing tails of the excitation func-
tions (EFs) etc.,

In the earlier measurements, the relative strengths of
the PCN and CN components in the reactions were esti-
mated from the enhancement in the flux of emitted light
particles in the forward direction over the backward di-
rection. The other method often employed is to analyze
the measured EFs of evaporation residues by comparing
with the statistical model predictions. The observed de-
viation in EFs with statistical model predictions at rela-
tively higher projectile energies side (tail portion of the
EFs) is attributed to the PCN emission process. During
last few decades the understanding of the PCN and the CN
emission in light ion reactions has been well studied but in
heavy ion reactions it needs to be further explored partic-
ularly for those associated with the emission of light par-
ticles in primary stage in a very short reaction time (10−21

s) prior to the establishment of equilibrated CN[7, 10–14].
The emission of such PCN particles reduces the momen-
tum of the product residues. As such, the measurements of
the momentum transfer during the interaction may provide
a promising tool for the characterization of the reaction
mechanism involved.

Although, information about the momentum transfer
in heavy ion reaction may also be obtained by several
methods[2, 15, 16], in the present measurements this in-
formation has been obtained from the study of the re-
coil range distributions (RRDs) and the spin distributions
(SDs) of the reaction residues. Since emitted PCN parti-
cles takes away a significant part of angular momentum as
compared to CN particles, the angular momentum associ-
ated with the PCN products is relatively lower than that
associated with the CN process. Therefore, in PCN reac-
tions, the residues are populated at relatively lower spin
states as compared to those of the residues populated via
CN process. This paper is organized as follows. The ex-
perimental details and analysis of RRDs, SDs and EFs are
given in the subsections of the section 2. The conclusions
drawn from the analysis are given in the section 3 of this
paper.

2 Experimental details and analysis

In the present paper the following three self-consistent
measurements i.e., (i) the recoil range distributions
(RRDs), (ii) the spin distributions (SDs) of the product nu-
clei and (iii) the excitation functions (EFs), have been per-
formed in the interaction of 16O projectile with 159Tb and
169Tm targets. In both RRDs and EFs measurements, the
detection of delayed γ-rays of product residues takes place
through the recoil catcher o↵-line spectroscopy based ac-
tivation technique. However, the measurements of the
SDs is based on the detection of prompt γ-rays of prod-
uct residues in a particle-γ coincidence experiments in for-
ward and backward directions. A brief description on each
experiment carried out in the Inter University Accelerator

Figure 1. (Color online) The experimentally measured RRDs
for the reactions 159Tb(16O,2n)173Ta, 159Tb(16O,pn)173Hf and
159Tb(16O,3n)172Ta at energy ⇡90 MeV. In this figure a Gaus-
sian peak (blue dotted curve) obtained from ORIGIN software
at higher cumulative thickness represents CN contribution while
other Gaussian (red dashed curve) at lower thickness represents
PCN contribution.

Centre (IUAC), New Delhi, India along with their results
are given in following subsections;

2.1 Measurement and Analysis of Recoil Range
Distributions

In order to investigate the role of linear momentum trans-
fer in the PCN emission, the experiments have been car-
ried out at in the General Purpose Scattering Chamber
(GPSC) of IUAC, New Delhi, India to measure the RRDs
of recoiling residues produced both by the CN and the
PCN emission processes in the reactions 159Tb (16O,2n)
173Ta, 159Tb (16O,pn) 173Hf and 159Tb(16O,3n)172Ta for the
16O+159Tb system at 90 MeV and for reactions 169Tm(16O,
2n)183Ir and 169Tm(16O, 3n)182Ir in the 16O+169Tm system
at incident energy 88 MeV, respectively. The Coulomb
barrier for systems 16O+159Tb and 16O+169Tm are ⇡ 64
and 67 MeV respectively. In this experiment, the target
(thickness ⇡ 500 µg/cm

2 for 169Tm and ⇡ 400 µg/cm

2 for
159Tb) followed by a stack of nearly fifteen thin Al catcher
foils of varying thickness (⇡ 16-45 µg/cm

2 prepared by
vacuum evaporation technique) was mounted in the GPSC
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Centre (IUAC), New Delhi, India along with their results
are given in following subsections;

2.1 Measurement and Analysis of Recoil Range
Distributions

In order to investigate the role of linear momentum trans-
fer in the PCN emission, the experiments have been car-
ried out at in the General Purpose Scattering Chamber
(GPSC) of IUAC, New Delhi, India to measure the RRDs
of recoiling residues produced both by the CN and the
PCN emission processes in the reactions 159Tb (16O,2n)
173Ta, 159Tb (16O,pn) 173Hf and 159Tb(16O,3n)172Ta for the
16O+159Tb system at 90 MeV and for reactions 169Tm(16O,
2n)183Ir and 169Tm(16O, 3n)182Ir in the 16O+169Tm system
at incident energy 88 MeV, respectively. The Coulomb
barrier for systems 16O+159Tb and 16O+169Tm are ⇡ 64
and 67 MeV respectively. In this experiment, the target
(thickness ⇡ 500 µg/cm

2 for 169Tm and ⇡ 400 µg/cm

2 for
159Tb) followed by a stack of nearly fifteen thin Al catcher
foils of varying thickness (⇡ 16-45 µg/cm

2 prepared by
vacuum evaporation technique) was mounted in the GPSC

Figure 2. (Color online) (a-c). The experimental RRD for the
reactions 169Tm(16O,2n)183Ir and 169Tm(16O,3n)182Ir at energy
⇡88 MeV. In this figure a Gaussian peak (blue dotted curve)
at higher cumulative thickness represents CN contribution while
other Gaussian (red dashed curve) at lower thickness represents
PCN contribution.

normal to the beam direction. Furthermore, srim[17] cal-
culations of energy loss in the target sample has been per-
formed to calculate the energy of recoiling residues at the
mid of the target. Depending on the momentum carried
away by the product residues, the recoiling residues were
trapped at di↵erent ranges in the stack of thin Al-foils. The
duration of irradiation was about 15 hrs. The thickness of
the catcher foils was measured precisely prior to their use,
by measuring the energy loss su↵ered in each catcher foil
by 5.485 MeV ↵ particles from 241

Am source. The code
srim[17] was used for determining the thickness from the
energy loss measurements.

The activities induced in each thin catcher were fol-
lowed o↵-line for about two weeks using a pre-calibrated
high resolution (2 keV for 1.33 MeV γ ray of 60Co) HPGe
detector. The experimental cross-section (σ) for the reac-
tion products in di↵erent catcher foils were divided by its
respective thickness that gives the resulting yield of exper-
imentally measured RRDs. The experimental uncertain-
ties in cross-section is <10% that arise due to various fac-
tors viz., uncertainty in the number of target nuclei due to
non-uniformity in sample thickness, the fluctuations in the
beam current, uncertainty in the determination of detector
efficiency, statistical error in counts and the dead time of
the counting system. The experimentally measured RRDs
for reactions 159Tb(16O,2n)173Ta, 159Tb(16O,pn)173Hf and
159Tb(16O,3n)172Ta at 90 MeV are shown in Fig 1 (a-c).

Solid curve in this figure guides the eye to the experimen-
tal RRD data. As can be seen from this figure that the
experimental RRD data for these reactions has two peaks,
one at a relatively lower value (⇡ 250-300µg/cm

2, depend-
ing on straggling and number of evaporation residues) of
cumulative catcher thickness and the other at ⇡ 400-450
µg/cm

2. The peak at ⇡ 400-450 µg/cm

2 corresponds to
the fraction of residue produced through the CN process
and is consistent with the full momentum transfer events in
complete fusion reactions. The peak at relatively smaller
range may be attributed to the fact that the residues 183Ir
are produced via the PCN process when emission of neu-
trons takes place prior to the establishment of thermody-
namical equilibrium. The theoretical value (mean range)
of the experimental RRD data is calculated with the help
of energy loss program of the code srim and this value of
mean range is fed in the program origin to fit the Gaussian
peak of the experimental RRD. The Gaussian peak (shown
by red dashed curve) at lower cumulative catcher thickness
of larger width is obtained which shows the contribution of
PCN emission. By using similar procedure, the RRDs for
reactions 169Tm(16O,2n)183Ir and 169Tm(16O,3n)182Ir have
also been measured at ⇡88 MeV. The experimental RRDs
with their theoretical simulations for these reactions are
shown in Fig 2 (a-b), respectively. The peaks in the exper-
imental RRD arise due to the overlap of the heavy residues
produced via two di↵erent reaction mechanism i.e, the CN
and the PCN emission of particles. As can be seen from
this figure that the experimental RRD data for the reaction
169Tm(16O,2n)183Ir has two peaks, one at a relatively lower
value (⇡ 200-250µg/cm

2) of cumulative catcher thickness
and the other at ⇡ 330-380 µg/cm

2. The peak at ⇡ 330-380
µg/cm

2 corresponds to the fraction of residue produced
through the CN process. It is pointed out here that due
to short half live(⇡15 min) of the residue 182Ir, we could
measure only the RRD corresponds to CN component.

2.2 Measurement and Analysis of Spin
Distributions

The second experiment based on particle-gamma coinci-
dence technique has been performed for measuring the
population of spin states during de-excitation of reac-
tion residues. In the present work, the spin-distributions
of the reaction 159Tb(16O,2n)173Ta at ⇡93 MeV and for
169Tm(16O,2n)183Ir at ⇡88 MeV have been measured us-
ing Gamma Detector Array (GDA) alongwith Charged
Particle Detector Array (CPDA). The Experimental de-
tails are given in Ref. [21]. However, we mention them
here in brief for ready reference. The GDA is an assem-
bly of 12 Compton suppressed, high resolution HPGe γ-
spectrometers arranged at 450, 990, and 1530 angles with
respect to the beam axis and there are four detectors at
each of these angles. The CPDA is a set of 14-phoswich
detectors housed in a 14 cm diameter scattering cham-
ber, covering nearly 90% of total solid angle. The re-
action residues have been identified from their character-
istic prompt γ-transition lines [22]. The values of rela-
tive production yields of the residues (observed area under
the peak of the experimentally measured prompt gamma

EPJ Web of Conferences 163, 00053 (2017) DOI: 10.1051/epjconf/201716300053
FUSION17

3



Figure 3. (Color online) The experimentally measured spin dis-
tributions for reactions 169Tm(16O,2n)183Ir in forward and back-
ward directions. The curve and line in this figure guide the eye
as a best fit to the experimentally normalized yield of spin distri-
butions of PCN and CN processes.

lines with proper detector efficiency correction) have been
plotted as a function of observed spin J

obs

correspond-
ing to prompt gamma-transitions[23]. The relative yield
has been normalized with minimum observed spin (Jmin

obs

)
at highest yield (Ymax

obs

). As a representative case the ex-
perimentally measured SDs obtained from prompt γ-rays
recorded in forward and backward directions for the reac-
tion 169Tm(16O,2n)183Ir are shown in Fig 3 (a) and 3(b) at
88 MeV, respectively. As can be seen from these figures,
the measured SD and hence its decay pattern for this reac-
tion obtained in the forward and backward directions are
distinctly di↵erent from each other indicating widely dif-
ferent reaction mechanisms involved. It may be pointed
out the entirely di↵erent shapes of SDs in forward and
backward directions indicate that the two processes are
quite di↵erent in nature.

The observed lower value of the mean input angular
momentum (⇡ 8.5~) in forward direction is due to the fact
that emission of two PCN neutrons takes away a signif-
icant part of the angular momenta. On the other hand a
relatively higher observed value of the mean input angular
momentum in backward direction (⇡ 11.5~) is because of
the emission of two equilibrated neutrons. As such, it is
concluded that distinctly di↵erent SDs give a direct evi-
dence of the PCN emission process. Thus, the results of
the measurements of the SDs further supplement the con-
clusions drawn from the RRDs measurements.

Figure 4. (Color online) (a-d) The experimentally mea-
sured EFs for reactions 159Tb(16O,2n)173Ta, 159Tb(16O,pn)173Hf,
159Tb(16O,3n)172Ta, and 169Tm(16O,2n)183Ir, respectively. The
theoretically calculated EFs by using code pace4 gives negligi-
bly small values of cross-sections for all these reactions except
for 159Tb(16O,3n)172Ta. The experimentally measured EFs and
the pace4 predictions with di↵erent values of parameter K from
K=8 to K=10 for reaction 159Tb(16O,3n)172Ta is also shown in
Fig 4(b).

2.3 Measurement and Analysis of Excitation
Functions

The thirds experiment has been carried out for measuring
the EFs by using stacked foil activation technique. In this
experiment the stacks consisting of (159Tb and 169Tm) tar-
get samples followed by Al foils of suitable thickness have
been irradiated for ⇡8-10 h in a GPSC of 1.5 m diameter
having an in-vacuum transfer facility. The Al foils serve
as energy degrader as well as catcher foil where the recoil-
ing residues are trapped. The pertinent decay data required
for cross-section measurements of the reaction residue has
been taken from Ref.[24]. The activities produced in each
target catcher assembly have been measured using a high
resolution large volume (100 c.c.) High Purity Germa-
nium Detector (HPGe). The reaction cross sections for the
product residues have been obtained from the measured
intensities of the characteristic γ-rays using the standard
formulation[1].

The analysis of experimental EFs has been performed
within the framework of statistical model calculations
based on code pace4[25] that calculates the reaction cross-
section for evaporation residues (not for pre-compound
residues) using the Bass formula[26]. The level den-
sity used in this code is calculated from the expression
a = (A/K), where, A is the mass number of the compound
nucleus and K is a free parameter known as level density
parameter constant. The experimentally measured EFs
for the reactions 159Tb(16O,2n)173Ta, 159Tb(16O,3n)172Ta,
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Figure 3. (Color online) The experimentally measured spin dis-
tributions for reactions 169Tm(16O,2n)183Ir in forward and back-
ward directions. The curve and line in this figure guide the eye
as a best fit to the experimentally normalized yield of spin distri-
butions of PCN and CN processes.

lines with proper detector efficiency correction) have been
plotted as a function of observed spin J

obs

correspond-
ing to prompt gamma-transitions[23]. The relative yield
has been normalized with minimum observed spin (Jmin

obs

)
at highest yield (Ymax

obs

). As a representative case the ex-
perimentally measured SDs obtained from prompt γ-rays
recorded in forward and backward directions for the reac-
tion 169Tm(16O,2n)183Ir are shown in Fig 3 (a) and 3(b) at
88 MeV, respectively. As can be seen from these figures,
the measured SD and hence its decay pattern for this reac-
tion obtained in the forward and backward directions are
distinctly di↵erent from each other indicating widely dif-
ferent reaction mechanisms involved. It may be pointed
out the entirely di↵erent shapes of SDs in forward and
backward directions indicate that the two processes are
quite di↵erent in nature.

The observed lower value of the mean input angular
momentum (⇡ 8.5~) in forward direction is due to the fact
that emission of two PCN neutrons takes away a signif-
icant part of the angular momenta. On the other hand a
relatively higher observed value of the mean input angular
momentum in backward direction (⇡ 11.5~) is because of
the emission of two equilibrated neutrons. As such, it is
concluded that distinctly di↵erent SDs give a direct evi-
dence of the PCN emission process. Thus, the results of
the measurements of the SDs further supplement the con-
clusions drawn from the RRDs measurements.

Figure 4. (Color online) (a-d) The experimentally mea-
sured EFs for reactions 159Tb(16O,2n)173Ta, 159Tb(16O,pn)173Hf,
159Tb(16O,3n)172Ta, and 169Tm(16O,2n)183Ir, respectively. The
theoretically calculated EFs by using code pace4 gives negligi-
bly small values of cross-sections for all these reactions except
for 159Tb(16O,3n)172Ta. The experimentally measured EFs and
the pace4 predictions with di↵erent values of parameter K from
K=8 to K=10 for reaction 159Tb(16O,3n)172Ta is also shown in
Fig 4(b).

2.3 Measurement and Analysis of Excitation
Functions

The thirds experiment has been carried out for measuring
the EFs by using stacked foil activation technique. In this
experiment the stacks consisting of (159Tb and 169Tm) tar-
get samples followed by Al foils of suitable thickness have
been irradiated for ⇡8-10 h in a GPSC of 1.5 m diameter
having an in-vacuum transfer facility. The Al foils serve
as energy degrader as well as catcher foil where the recoil-
ing residues are trapped. The pertinent decay data required
for cross-section measurements of the reaction residue has
been taken from Ref.[24]. The activities produced in each
target catcher assembly have been measured using a high
resolution large volume (100 c.c.) High Purity Germa-
nium Detector (HPGe). The reaction cross sections for the
product residues have been obtained from the measured
intensities of the characteristic γ-rays using the standard
formulation[1].

The analysis of experimental EFs has been performed
within the framework of statistical model calculations
based on code pace4[25] that calculates the reaction cross-
section for evaporation residues (not for pre-compound
residues) using the Bass formula[26]. The level den-
sity used in this code is calculated from the expression
a = (A/K), where, A is the mass number of the compound
nucleus and K is a free parameter known as level density
parameter constant. The experimentally measured EFs
for the reactions 159Tb(16O,2n)173Ta, 159Tb(16O,3n)172Ta,

159Tb(16O,pn)173Hf and 169Tm(16O,2n)183Ir in the energy
range ⇡70-95 MeV are shown in Figs. 4 (a) to 4(d), re-
spectively. The half-lives of these evaporation residues
173Ta, 172, 173Hf and 183Ir are 3.14 h, 36.8 m, 23.6 h and
57 m, respectively. The solid curves in these figures guide
to the eye to the experimentally measured EFs. The the-
oretically calculated EFs by using code pace4 gives neg-
ligibly small values of cross-sections for all these reac-
tions except 159Tb(16O,3n)172Ta, hence, the cross-section
values obtained from code pace4 are not shown in figures
4(a), 4(c) and 4(d). In the present calculations, the e↵ect
of variation of parameter K from K=8 to K=10 of code
pace4 on measured EFs for reaction 159Tb(16O,3n)172Ta is
also shown in Fig. 4(b). As can be seen from this fig-
ure, by varying the value of K, the experimentally mea-
sured EFs could not be reproduced in higher energies (tail
portion of EFs) side. The higher values of experimental
cross sections in the tail portion of EFs for this reaction as
compared to the theoretical calculations may be attributed
to the PCN emission process, which is one of the domi-
nant mode reaction channels and is not considered in the
pace4 calculations. It means that analysis of EFs with
code pace4 gives negligible contribution of CN process
for the reactions 159Tb(16O,2n)173Ta, 159Tb(16O,pn)173Hf
and 169Tm(16O,2n)183Ir , while the analysis of RRD for
the same reactions gives energy dependent contributions
of the CN and the PCN processes. This shows that
RRD measurements are much sensitive as compared to
those of EFs. The analysis of measured EFs for reac-
tion 169Tm(16O,3n)182Ir gives a contribution of ⇡35% PCN
and ⇡65% of CN at ⇡88 MeV as shown in Fig 4 (b).
This data is consistent with the corresponding values ob-
tained from the RRD measurements at ⇡88 MeV. Further,
the reasonable agreement between the two sets of experi-
ments speaks favorably on the consistency of these mea-
surements.

3 Conclusions

The significant contribution due to PCN process has been
observed. The results obtained by RRDs are supported
by the SD measurements. The RRD measurements are
found to be sensitive tool to decipher the CN and the PCN
processes. The auxiliary experiments on the EF measure-
ments is found to be consistent with both the RRD and SD
measurements.
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Abstract— Cloud Computing, an emerging trend, in 
the e-learning sector has attracted number of service 
providers to the market in very less time, providing 
users with several applications at their disposal. 
However, while providing such service, not sufficient 
importance is given to the quality of the service, 
especially from the user’s point of view. Hence it 
becomes necessary to monitor, track and quantify the 
QoS of the cloud computing e-learning applications in 
order to provide the right information to both the 
customers and the service providers. This information 
would help both the parties in terms of the 
comparison between the expectations and the 
capacity to meet them, but in this sector there is no 
standard model which defines the QoS parameters 
from the user’s point of view. Thus, the need arises 
for developing a metrics model for enhancing the 
quality of service in cloud computing e-learning 
applications for higher education sector. In the 
current work, Quality of Service models are studied 
and comprehensive review of work done in this field 
is presented. Additionally an innovative QoS model 
for resolving this issue has been suggested. 

Keywords—cloud computing;quality of service; 
innovative model;literature survey;higher education 

I. INTRODUCTION  
Cloud relies on sharing of resources to achieve 
coherence and economies of scale. Over the last ten 
years, due to the advent of technologies like cloud 
computing, big data etc, there have been major 
changes in the ICT sector and its services. These 
changes which are more economic in nature have 
led to many socio-cultural transformations with 
impact on user behaviour and increased 
performance expectations by the service providers. 
It has changed the way users perceive services. 
Currently, online learning applications are being 
hosted over cloud environment further promoting 
its necessity [20]. Surveys show that in the next 
five years, institutions of higher education expect to 
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cut 20% of their IT budget by moving their 
applications to cloud, thus representing a major 
shift in approach across the industry. The role of 
service quality in higher education has received 
increasing attention over the last few decades. All 
online education services should ensure that all 
service encounters are managed to enhance 
customer perceived quality (Brochado, 2009).  
While there is a consensus on the importance of 
service, the identification and understanding of 
quality issue is a challenge. According to Maguad 
(2007), the future success of online learning 
services will increasingly depend on proper 
identification of the issues & variables related to 
quality of service. 

Cloud Computing provides advantage to customers 
and service providers in terms of cost saving and 
resource utilization but it still has to earn the 
confidence of the customers in other aspects to 
become a commonly trusted technology. Due to the 
dynamic nature of cloud computing applications, 
the exact performance becomes unpredictable at 
times. Some Quality of Service requirements are 
specified in the SLAs but most of the points are 
only service provider specific. For example, 
Amazon Web Service (AWS) in its SLA with the 
customer commits the 99.9% availability of 
Amazon S3 during a month but no other QoS eg. 
quality of site, ease of use etc. is committed. This 
observation highlights the fact that the 
commitments in terms of Quality of Service made 
by the Service Providers in their SLAs are very 
simple and does not mention the user specific QoS 
criteria. Hence, a need arises to specify certain 
Quality of Service variables and their specification 
and quantification which could be representative of 
the user in the SLA. A QoS metrics model is an 
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important issue for developers, providers and users 
alike for improving performance and decreasing 
number of failures and anomalies that could affect 
their performance. 

Initial survey of literature reveals that there is 
limited research work in the field of QoS of cloud 
applications in the area of online learning in higher 
education sector [21]. The primary goal of the 
current work is to address Quality of Service in the 
nascent paradigm of cloud computing in online 
learning. In reality, cloud service providers rarely 
provide Quality of Service beyond “you get what 
you are given.” Cloud users require more than that 
part of the commitment. With enhancement in 
Quality of Service, the range of deployable 
applications can improve and thus help in the 
overall adoption of cloud by higher education 
sector. 

II. PROBLEM STATEMENT 
With the increasing number of applications moving 
to cloud environment, the quality of service is 
deteriorating.  This compels the scholar to develop 
a Quality of Service Metrics Model to recommend 
and fix the parameters of quality in cloud 
computing especially in the field of online higher 
education so that the relationship and 
accountability between the service provider and the 
end user gets enhanced. 

III. MAIN RESEARCH QUESTION  ? 
 How to develop a Conceptual Model and hence the 
prototype which improves Quality of Service over 
existing cloud environment particularly in the field 
of online higher education?  

Supplementary questions which are associated 
with the main RQ:- 

RQ1: How can Quality of Service be assured for 
cloud applications efficiently and effectively?  
RQ2 : What are the current practices and are they 
sufficient and efficient?  
RQ3: What is the current situation regarding QoS 
in cloud computing applications in the field of 
online education?  
RQ4: Keeping in focus online learning in higher 
education sector, how can we identify and quantify 
the variables? 
RQ5: How can the outcome variables are 
formulized further for theoretical classification and 
comparison?  

RQ6: How can we prototype the model for 
validating the QoS of cloud applications at higher 
education level?  
RQ7: How much significant advantage in QoS 
management through the proposed model is 
achieved? 

IV. RELATED WORK 
This section briefly discusses the related work that 
has been carried out by other researches and has 
been published in various journals and conferences. 
Special attention has been paid to select the 
relevant and recent work.  Cloud computing 
applications may have many users at the same time 
and all may have different requirements in terms of 
quality of service. Providing a guaranteed QoS 
environment in such dynamic environment is a 
challenging task. But even then, over the time 
researches have tried to develop different 
mechanisms, systems and frameworks which can 
look into the aspect of QoS requirements of 
different services.  

Buyya, Garg and Calheiros[24], proposed a 
framework for managing QOS requirements with 
special reference SLA management. It integrates 
the virtual technologies with the market based 
resource provisioning for flexible resource 
allocation to user applications. But the proposed 
model does not support different Cloud providers 
for IaaS, PaaS and SaaS together. According to 
NIST (Special Publication 500-307 in 2015), the 
Quality Model can be extended and integrated into 
Quality of Service (QoS) models that address the 
context of a quality metric, the observation and 
computing results based on a metric or the scenario 
that make use of metrics. Feng et al[12], have 
proposed an optimal resource allocation model for 
revenue maximization. But it considers only the 
mean response time as the QoS attribute to be 
satisfied. Den Bossche, Vanmechelen and 
Broekhove[26], proposed a system which attempts 
to maximize use of local resources while 
minimizing the use of external resources without 
compromising the QoS requirements. But it does 
not deal with the failures which may occur after the 
scheduling has been done which may result in 
increase in cost of execution and effect overall 
quality.   
M.Salam et al[16], presented a QoS oriented 
federated cloud computing framework where 
multiple independent cloud providers can cooperate 
seamlessly to acquire more resources in peak time 
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to fulfil their QoS targets and pre-defined SLAs. 
The distinct feature of this framework was QoS 
oriented capabilities to address dynamic resource 
management to improve the effective usage 
resources. But complex services were not 
constructed using services from different cloud 
providers and no provision was made for 
distributed denial of service attacks. R. Karim et al 
[25], proposed a mechanism to map the users QoS 
requirements of cloud services to the right QoS 
specifications of SaaS then map them to best IaaS 
service that offers the optimal QoS guarantee. The 
end to end QoS was calculated. They proposed a 
set of rules to perform the mapping process. A case 
study was used to illustrate and validate the 
solution. But no performance evaluation was done 
based on real QoS dataset of cloud services. S.Lee 
et al [28], proposed an architecture which 
employed the agent technology to handle the 
monitoring of requested QoS requirements and 
SLas to support verification and validation. Its 
weak point was lack of self learning algorithms to 
determine the timing of automatic resource 
allocation. P.Zhang et al [23], presented a QoS 
framework for adaptive QoS management process 
and mobile cloud computing to manage QoS 
assurance in mobile cloud computing environment. 
But no good model with a suitable configuration 
was generated.  

The literature discussed above is mainly concerned 
with the cloud workflow. None of it discusses the 
selection of QoS attributes and quantifying them 
from the user’s point of view. During the literature 
study of QoS models in cloud computing that many 
researchers have proposed the scheduling 
techniques, admission controls, traffic control, 
dynamic resource provisioning etc. in order to 
handle the issue of QoS in cloud computing. But to 
the best of our knowledge no model has been 
proposed till now which deals with QoS issues 
from the perspective of user experience particularly 
in the sector of higher education.  

V. INNOVATIVE MODEL 
The main objective of the research is to develop an 
innovative model in which some specific 
measurable QoS variables will be identified and 
appropriate acceptable parameter range will be 
given for them which will go as an input and then 
will provide with the output. This will be enhanced 
QoS and will act like a guide to the customers and 
instil confidence in them. Through the model, 

detecting expectations, malfunctioning and 
enhancement of QoS would help service providers 
to act proactively and maintain their service quality 
and cultivate confidence in users/customers mind. 
QoS parameters degradation can be detected and 
rectified through the development of a scalable, 
efficient and easy to use monitoring model and 
tool. 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

Flowchart for creating the QoS Innovative model 

VI. EXPECTED OUTCOME 
The expected outcome and significance of 
development of this model is manifold.  Firstly, the 
model will act as a guide which would help both 
the customer and the provider to know the QoS 
variables their expected parameters to the services 
they are providing and receiving. Secondly, the 
model would help the service providers to prepare 
their services and maintain the quality of these 
services in accordance with the expectations of the 
customers. And lastly, the customers will be able to 
know beforehand what to demand in terms of 
quality of service from the service providers and 
will be able to monitor it. 
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VII. CONCLUSION 
Quality of Service plays an important role in 
making cloud computing more reliable and 
adaptable. Knowing the expected parameters of the 
QoS variables is a key factor in ensuring that the 
quality of service is maintained. The conclusion of 
the proposed work is that it is expected to 
significantly contribute to the existing knowledge 
of QoS in cloud computing and develop a QoS 
model with special reference to enhancing the 
quality of service of cloud computing applications 
in higher education sector as this study can be 
beneficial to both the user to obtain a better service 
and by the provider to enhance their quality of 
services provided. REFERENCES 
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Smart Geyser with Usage Profiling
to Reduce Electricity Consumption

Rohit Samkaria, Ambujaksh Shah, Bhupinder Singh
and Sushaban Choudhury

Abstract Geyser which is a pressurized hot water container utilized in household
causes the high power consumption and at the same time degrading the efficiency of
the heating element due to heat loses, i.e., overheating of the element. This paper
presents the smart geyser which operates in two modes (i) Autonomous Mode
(ii) User Mode. A temperature sensor probe is used as a control switch which is
used to regulate the water temperature of geyser by adjusting the heating duration of
the element. The study reveals the control topologies used to reduce the power
consumption and to increases the efficiency of the geyser. The system consists of
Atmega16 microcontroller which determines the hot water profile through tem-
perature probe in Autonomous Mode and in User Mode the controller regulates the
temperature of geyser as per the demand profile developed by user. From the result
it is apparent that by controlling the temperature of the geyser, the heat loses in the
Geyser element and saving of electricity power consumption can be made.

Keywords Geyser temperature control � Atmga16 microcontroller � Hot water
profiling

1 Introduction

In daily life we use hot water for various purposes like cooking, bathing, or for
industrial purposes and the process employed for the water heating uses the ther-
modynamics in which a source of energy is used to heat the water. Geysers used in
households are pressurized hot water container which are operated by mains 220 V
AC [1]. The element used for heating purposes inside the Geyser degrade due to
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the overheating of water, i.e., heat loses and at the same time causes the major
consumption of the electricity power. The objective of continuously monitoring the
environmental data of geyser, i.e., water temperature is to lowering the power
consumption of household and to increase the power efficiency of heating element
of the geyser [2]. A temperature sensor probe is utilized to monitor the temperature
of the water [3]. When the temperature profile reached the maximum value in the
Autonomous mode, the electronic circuit which uses electromagnetic relay is
actuated [4] and then the geyser is automatically put in off mode in order to avoid
over heating of the element [5]. In the User Mode, the microcontroller tracks the
temperature of the Geyser as per the demand profile developed by the user [6] and
when this demand profile reached to the actual heat profile then Geyser is auto-
matically put in off mode [7]. In most populated country like India, the use of
electricity by domestic sector is substantial during peak times and hot water geyser
is one of the devices which cause the largest power consumption. So by making a
sophisticated geyser control system, it is possible to make a sufficient reduction in
the consumption of electricity during the peak demand [8]. This paper represents
the development, design, and testing of such a sophisticated device which can
reduce the electricity consumption and increases the efficiency of the geyser by
avoiding the heat loses in the heating element.

2 Proposed System

Automatic Smart Geyser having capability to heat the water in two modes, i.e.,
Autonomous Mode and User Mode with power saving capability is proposed.
Figure 1 shows the schematic model of the proposed system. The water is heated in
geyser by two modes. In first mode when user switches on the geyser it starts
heating the water up to a desired temperature which is continuously monitored by
the temperature sensor probe inside the geyser and after this desired temperature the
controlled relay switched OFF the main supply of the geyser and in the same time
the RED LED over the Geyser starts blinking with the buzzer beeping out which is
the indication of the overheating of the water. In the User Mode if user wish to heat
the water up to his own desire he/she can select the temperature limit through the
temperature selector switch board. After putting the desired value, the geyser starts
heating with GREEN LED blinking showing the normal water condition. When the
water temperature reaches up to the user’s defined limit the control relay switch
board will cut the supply off the geyser and buzzer starts beeping with RED LED
blinking over the geyser. In some cases, it is the contact volume editor that checks
all the pdfs. In such cases, the authors are not involved in the checking phase.
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3 Prototype Development

The hardware of the proposed system basically consists of the embedded system
designed with a temperature monitor probe as a sensor unit for the system. Figure 2
shows the block diagram of the system having seven modules interconnected with
each other.

In the block diagram, the main central control unit of the model is Atmega16
microcontroller which is termed as a single on chip computer which includes
various numbers of peripherals device connected with it like EEPROM, RAM, etc.,
which perform some predefined task. Atmega16 having inbuilt 10-Bit ADC, SPI,
PWM is much faster since it is modified RSIC processer. This microcontroller is
capable of being programmed on board itself rather than first removing and then
uploading the program. The monitoring and conditioning of data and taking the
decision according to the predefined condition is done by the microcontroller unit.
The temperature monitor probe which acts as the sensor unit for the module
basically consists of the DS18B20 Programmable Resolution 1-wire digital ther-
mometer which does not require external components and can be powered from the
data line. The power supply required for the sensor is 3.0–5.0 V and measures the

Fig. 1 Schematic diagram of model
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temperature from the –55 to +125 °C (Fahrenheit equivalent to –67 to +257 °F).
The sensor is made of stainless steel tube 6 mm diameter by 30 mm long. The cable
is 36′′long/91 cm, 4 mm diameter (1 m long). Input switches module is utilized
when the circuit is used in autonomous mode and it consists of push button (SPST)
which is connected with the input port of the microcontroller. These push buttons
are used to select the predefined level of the heating of the water marked as UP,
DOWN, and OK. UP and DOWN push buttons slide the value from maximum to
minimum and OK to set that particular value of heating. The control circuit consists
of SPDT relay with transistor 2N2222 as a switch to operate the relay. The relay
circuit connects the mains supply to the Geyser and this relay is operated through
the microcontroller. The display unit consists of the 16 � 2 LCD (Liquid Crystal
Display) which provides the visual display of the level of heating and is connected
to the microcontroller unit. To power up the whole system, a power supply is
needed which is provided by the regulated IC. The module consists of step-down
transformer followed by bridge rectifier with filter circuit. To obtain the regulated
supply IC7805 is used in this module with indication circuit that consist of LED in
series with a resistance.

4 Hardware Development

The hardware of the model of sensor module and input switches module which
decide the operation of the circuit. Figure 3 shows the circuit diagram of the model.

In the circuit diagram, the temperature sensor probe is connected to the ADC0
pin of the Atmega16 microcontroller. The temperature sensor probe has three pins
VCC, DQ, and GND and is connected to the +5 V supply. The Atmega16 has
10-Bit ADC which convert this 5 V supply into 210 = 1024 levels and these levels

Fig. 2 Block diagram of the
model
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correspond to the temperature of the water. The input switches PB1, PB2, and PB3
are connected to the PB0, PB1, and PB2 pin of the microcontroller of the system.
These three pins of the controller are internally pulled up and continuously read for
a low voltage at these pins, so these push button are connected with the ground of
the supply. LCD having 16 pins in which four data D11, D12, D13, D14 pins of the
LCD are connected to the PC0, PC1, PC2, PC3 pin and the RS, R/W, and E pins are
connected at PD6, PD5, and PD7 pin of the microcontroller. The two indications
LED are connected at PD0 and PD1 pin of the controller which provides the status
of the temperature. To provide the over temperature indication, the buzzer is
connected to PD2 pin of the controller. The control circuit consists of 5 V operated
relay which is controlled by a transistor 2N2222 that acts as a switch to ON/OFF
the relay. The relay is connected at the collector of the transistor through a +5 V
supply. The base of the transistor is connected at PD3 pin of the controller. By
sending the high data over the PD3 pin, the transistor operates at saturation region
and relay is connected at collector conducts. The whole circuit is powered up by
regulated power supplies which consists of the regulated IC 7805.

5 Circuit Description

The circuit is operated in two modes (i) Autonomous Mode (ii) User Mode

Fig. 3 Circuit diagram of the system
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(i) Autonomous Mode: In the autonomous mode, the circuit operates in auto-
matic mode. The user switches ON the power supply and the control circuit
gets activated which provides the bridge between the main supply and the
geyser supply and geyser starts working. Now the water temperature inside the
geyser starts to rise. The temperature probe inside the geyser measures this rise
in water temperature and provides the corresponded level over the display.
When water temperature reached the maximum level which is determined
inside the controller program, the microcontroller deactivates the control cir-
cuit which cuts off the geyser supply from main and the buzzer provides the
beep sound with RED LED blinking which provides the indication of the
overheating of water.

(ii) User Mode: In the User Mode the predefined level of heating is selected from
the selector switches, i.e., UP and DOWN switches can vary the range of the
water heating and after that by pressing the OK button, system starts working.
Now temperature probe monitors the rise in the temperature of the water and it
compares the value defined by the user and the actual rise in temperature
attained by the water. When the rise in temperature of water reaches equal to
the defined value by the user, the microcontroller deactivates the control cir-
cuit which cuts off the geyser supply from the mains and buzzer starts beeping
with RED LED blinking as an indication of overheating of the water.

The step-by-step working of the system is through algorithm in Fig. 4.

6 Software Development

The firmware for the system is developed using the WinAVR Compiler and AVR
studio. The WinAVR is freeware, open source software development tool which is
designed for the Atmel AVR series of RISC architecture microprocessor hosted on
window platform and includes GCC compiler for C and C++. The software code for
the desired system is written in the C language and the code is compiled by using
the open source complier avr-gcc (Fig. 5).

7 Proteus Simulator

Proteus simulator is used as the hardware simulation platform which is a powerful
design tool in which various virtual components from the libraries are placed in the
work space and connected with each other and the code is loaded inside the
microcontroller and real-time hardware simulation by using virtual components is
taken. The Proteus simulator has the ability to define most of the aspects of the
drawing appearance and hardware feasibility is checked on Proteus simulation
before actual hardware implementation.
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Figure 6 shows the Proteus simulation of the model in which various virtual
components from the Proteus libraries are placed on the work space and inter-
connected with each other. The code is loaded in the controller from the AVR
studio in which coding is done by using C language. This code is compiled and the
hex file created after compilation of the code is loaded into the microcontroller and
then the Proteus simulation executed.

Fig. 4 Flow chart for working of the proposed system
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Fig. 5 Coding step

Fig. 6 Proteus simulation of the model
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8 Result and Discussion

The proposed system is mainly focused to reduce the electric power consumption
through smart geyser used in the domestic purposes which can save 7.48 (kWh)
energy per month at a heating of 65 °C of heating element. There are two types of
geyser which are mostly used in the domestic a 3 kW 150 L and 4 kW 200 L
which causes an average energy loss of 2.3 kWh energy losses per day. So by this
smart geyser these energy loss can be reduced and the efficiency of the heating
elements can be increased three times that of the normal geyser where element
degrades due to the heating loss.

9 Conclusion and Future Scope

From the result, we found that the average power consumption is reduced and at the
same time the efficiency of the geyser increased by reducing the heat losses in the
filament. Such type of geyser could in future also accommodate energy saving
when connected with solar energy. By this system, it is possible to set predefined
temperature profile.

As results have shown the net efficiency of geyser which would increase with
reduction in the electricity consumption.
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Stabilization of Underactuated Mechanical
System Using LQR Technique

Akash Gupta, Varnita Verma, Adesh Kumar, Paawan Sharma,
Mukul Kumar Gupta and C.S. Meera

Abstract The two-link inverted pendulum on cart (TLIPOC) is a widely known
system having underactuation property. TLIPOC is a highly unstable and nonlinear
system. The modelling of TLIPOC is obtained using Euler–Lagrangian approach.
In this paper use of optimal control minimizing a quadratic cost functional is
discussed. The aim of the paper is to stabilize the TLIPOC using linear quadratic
regulator (LQR) technique. MATLAB simulations are used to show the efficiency
and feasibility of proposed approach.

Keywords Underactuated system � Linear quadratic regulator

1 Introduction

The two-link inverted pendulum on cart (TLIPOC) constitutes a challenging control
problem because of underactuation property [1]. In underactuated systems there are
fewer actuators than their degrees of freedom. These systems have many applications
like robotics, mobile systems, aerospace systems and locomotion. The underactuation

Akash Gupta (&) � Varnita Verma � Adesh Kumar � Paawan Sharma �
M.K. Gupta � C.S. Meera
University of Petroleum and Energy Studies, Dehradun, India
e-mail: akashgupta646@gmail.com

Varnita Verma
e-mail: varnitaverma@yahoo.in

Adesh Kumar
e-mail: adeshkumar@ddn.upes.ac.in

Paawan Sharma
e-mail: paawan.sharma@ddn.upes.ac.in

M.K. Gupta
e-mail: mkgupta@ddn.upes.ac.in

C.S. Meera
e-mail: meera.cs@ddn.upes.ac.in

© Springer Science+Business Media Singapore 2017
R. Singh and S. Choudhury (eds.), Proceeding of International Conference
on Intelligent Communication, Control and Devices, Advances in Intelligent
Systems and Computing 479, DOI 10.1007/978-981-10-1708-7_68

601



property is due to (i) dynamical property, (ii) failure of actuator, (iii) reduction of cost,
(iv) forcefully reducing order of the system. Despite many control techniques, con-
trolling of these systems remains challenging problem [1, 2]. The TLIPOC system is a
highly nonlinear system so linear technique cannot be used. Linear quadratic regu-
lator (LQR) is the technique to obtain the performance index function [3–6]. With the
LQR technique, system stability can be achieved in a simpler manner as directly we
can apply the LQR command whereas fuzzy logic or neural network is more chal-
lenging technique as compared to LQR.

2 A Two-Link Inverted Pendulum

The TLIPOC system is shown in Fig. 1. First we assume that the rod is lumped in
nature and cart mass is denoted as M0, rod mass are m10 and m20. There is external
force applied on the cart, x(t) represents position of the cart, h1(t) and h2(t) are the
angle from the vertical position.

The difference between kinetic energy (K) and potential energy (V) is known as
the Lagrangian of a system [7].

The Lagrangian will be calculated as the follows:

L ¼ 1
2
½Mþm10 þm20� _x2 12m10ðl1 _h1Þ2 þ 1

2
m20fðl1 _h1Þ2 þðl2 _h2Þ2þ 2l1l2 _h1 _h2 cosðh1 � h2Þg

þ ½m10 þm20� _x _h1l1 cos h1 þm20 _x _h2l2 cos h2 þðm10 þm20gl1ðcos h1Þþ ðm20Þgl2ðcos h2Þ
ð1Þ

The Lagrangian equations of motion will be calculated from the following:

d
dt
@L
@ _x

� @L
@x

¼ 0 ð2Þ

1
θ

2
θ

1l

2l

1m g

2m g

x

Fig. 1 The two-link inverted
pendulum system
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d
dt

@L

@ _h1
� @L
@h1

¼ 0 ð3Þ

d
dt

@L

@ _h2
� @L
@h2

¼ 0 ð4Þ

We get

ðMþm10 þm20Þ€xþðm10 þm20Þ€h1l1 cos h1 þm20l2€h2 cos h2

� ðm10 þm20Þ _h21l1 sin h1 � m20
_h22l2 sin h2 ¼ u

ð5Þ

ðm10 þm20Þl21€h1 þm20l1l2€h2 cosðh2 � h1Þ
� m20l1l2 _h

2
2 sinðh2 � h1Þþ ðm10 þm20Þgl1ðsin h1Þ ¼ 0

ð6Þ

m20l22€h2 þm20€xl2 cosðh2 þ l1l2€h1 cosðh1 � h2Þ
� l1l2 _h

2
1 sinðh1 � h2 þm20gl2 sin h2Þ ¼ 0

ð7Þ

After splitting the values of €x, €h1, €h2 and substituting into nonlinear model as

d
dt
ðxÞ ¼ f ðx; u; tÞ ð8Þ

Let

x1 ¼ x; x2 ¼ _x ¼ x1; x3 ¼ h1

x4 ¼ _h1 ¼ _x3

x5 ¼ h2; x6 ¼ _h2 ¼ _x5

ð9Þ

State space representation is indicated as follows:

d
dt

x1
x2
x3
x4
x5
x6

0
BBBBBB@

1
CCCCCCA

¼

x2
_x2
x4
_x4
x6
_x6

0
BBBBBB@

1
CCCCCCA

ð10Þ

Linearize the above equation at ðx0; u0Þ ¼ ð0; 0Þ and also taking the values of,

m10 ¼ m20 ¼ 0:2 kg; M ¼ 0:5 kg; l1 ¼ l2 ¼ 1m; g ¼ 10 ðms�2Þ
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The linearized form of the system is

d
dt
ðdxÞ ¼ Jxðx0; u0Þdxþ Juðx0; u0Þdu ð11Þ

After solving the above equations we get the linearized matrix as [1]

d
dt
ðdxÞ ¼

0 1 0 0 1 0
0 0 �0:07 0 0:12 0
0 0 0 1 0 0
0 0 �1:4 0 �2:8 0
0 0 0 0 0 1
0 0 5:75 0 1:38 0

2
6666664

3
7777775
dxþ

0
0:012
0

�0:015
0

�0:015

2
6666664

3
7777775
du ð12Þ

And the output matrix is

y ¼
1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0

2
4

3
5

x
x
�

h1

h1
�

h2

h2
�

2
66666664

3
77777775

ð13Þ

3 LQR Controller

For the design of LQR controller the main aim is to minimize the performance
index J. The weighted matrix are positive definite in nature. The control input is
taken as

uðtÞ ¼ �KxðtÞ ð14Þ

Weight matrices Q and R in performance index J are chosen randomly [8]. The
selection that the elements of the matrix Q are larger than the matrix R means that
controller is more sensitive to states than the control input. The elements of the
Q and R matrices under consideration are

Q ¼ diagð½100010001000�Þ; R ¼ 1
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The gain matrix is

K ¼ ½1:0000 5:9638 � 674:0980 � 59:0284 � 499:6924 � 297:1697� ð15Þ

The E.V. of Matrix A and Ac is given in Table 1.

4 Results and Discussion

Various trajectory plots of TLIP system are as shown in various figures. From the
results it is clear that systems settling time is very low in almost all the output which
is a very good indication. Here all the possible output is shown including cart for
double inverted pendulum. There are other techniques also available like fuzzy
control, neural network or LOR fuzzy, but for stability point of view it is the
simplest technique as directly we can apply this technique with the MATLAB
command. The main use of this control technique is to make the system stable in a
simpler and effective manner (Figs. 2, 3, 4, 5, 6 and 7).

Table 1 Eigen values of
Matrix A and Ac

S.no E.V. of A E.V. of Ac

1 0 –1.3802 + 1.3828i

2 0 –1.3802 – 1.3828i

3 –1.3772 + 1.3845i –1.3743 + 1.3862i

4 –1.3772 – 1.3845i –1.3743 – 1.3862i

5 1.3772 + 1.3845i –0.2211 + 0.2213i

6 1.3772 – 1.3845i –0.2211 – 0.2213i
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5 Conclusion

The paper presents LQR technique to stabilize the TLIPOC system about its vertical
position. The value of Q&R tried after various hit-and-trial methods and it is found
that these are the most suitable value for optimal control. To balance a TLIP on a
moving cart has been successfully designed using optimal control system. Simulation
shows the validity of the suggested controller as the system’s outputs are satisfactory.
The main objective of this paper is to make output of TLIP stable in nature with least
effort applied by the controller as compared with the other control techniques.
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Abstract—Transmit beamforming and Multi User MIMO 
(MU MIMO) are key features in the 802.11ac WLAN standard. 
In this paper, we study these features and analyze the approaches 
suggested in the literature for enhancing the performance of 
802.11ac WLANs using these features. 

Keywords—WLAN; TxBF; MU MIMO; Aggregation, 
Precoding; TxOP;  

I.  INTRODUCTION 
The IEEE 802.11ac Wireless Local Area Networks 

(WLAN) standard is designed to achieve the throughput rates 
on wireless networks from a minimum of around 1 Gbps and 
up to nearly 7 Gbps with increased bandwidth and multiple 
spatial streams (SS). As a result of these speeds, 802.11ac is 
used in numerous data hungry applications like video gaming/ 
conferencing/ High Definition streaming. 

Major performance improvements are expected in 
802.11ac WLANs, the two features chiefly contributing to this 
being Transmit beamforming and Multi User MIMO. 
Transmit beamforming (TXBF) is achieved by introducing 
complex signal processing features in the WLAN chipset. An 
array of antennas are used to transmit with high gain to the 
802.11 client, resulting in higher downlink signal-to-noise  
ratio (SNR), higher data rate over a longer range, and hence 
better overall system performance.  

If the same data is transmitted from multiple antennas 
through a wireless channel, data received by the receive 
antennas has varied attenuations and phases due to reflection 
by different objects and also due to the different paths 
traversed along the channel. SNR at the receiver is affected by 
the phase of the multi path signals. Two signals with equal 
amplitude but opposite phases cancel at the receiver and on 
the other hand, two equi-phase signals will combine 
constructively. Hence, using signal processing methods, and 
by compensating the phase of individual streams at the 
receiver, we can maximize SNR at the receiver. This is the 
concept of TBF. TBF can thus be thought of as directing a 
beam using phase shifts towards a particular receive antenna. 
As the TBF technique can converge or cancel a beam by 
introducing appropriate phases, it can apply the same concept 
to cancel interfering signals in the direction of the receiver. 

The MU-MIMO feature in 802.11ac introduces multiple 
SS distributed (maximum of four streams) between the clients. 
Data transmission is possible to more than one client 
concurrently; hence congestion delay is not an issue. 

In 802.11ac, only downlink MU MIMO (DL MU-MIMO) 
is supported. 

The contents of the paper are organized with the 
theoretical concepts of Transmit beamforming and Multi User 
MIMO discussed in Sections II and III respectively. 
Approaches adopted in literature for enhancing Transmit 
beamforming and Multi User MIMO are in Sections IV and V. 
Conclusion and future work are in section VI.  

II. TRANSMIT BEAMFORMING 
Channel sounding is a key functionality in TXBF. It is 

explained as follows: 

 
Figure-1 Channel Sounding - NDPA and NDP 

Step 1: The Null Data Packet Announcement (NDPA) 
frame from the beamformer is to access the channel and 
discover beamformees. By responding to the NDPA the 
beamformee ensures that channel is not accessed by others 
until the end of the sounding sequence. 

Step 2: An NDP from the beamformer follows the NDPA. 

Steps 1 and 2 are explained through Figure 1 

Step 3: On receiving the NDP, the beamformee analyses 
the OFDM training fields, processes the individual OFDM 
subcarrier associated with each (NTx,NRX) antenna pair and 
forms the V feedback matrix based on the amplitude and 
phase of each signal. 
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After matrix operations on the V matrix the angles by the 
beamformee are calculated, and the altered  matrix is 
transmitted to the beamformer. One of operations performed is 
compression which results in a smaller frame and hence lesser 
airtime. 

Step 4: The beamformer forms the steering matrix 'Q' 
based on the contents of the 'V' feedback matrix. The effect of 
the steering matrix on the data to be transmitted is to create a 
pointed beam from an omni-directional beam.  

Figure 2 explains the steps 3 and 4. 

 
Figure-2 Channel Sounding- Feedback Matrix and Steering Matrix 

III. MULTI-USER MULTI-INPUT MULTI-OUTPUT 
The overall block diagram of 802.11ac PHY layer for 

supporting MU-MIMO is shown in Figure-3. 

 
Figure-3 Structure of 802.11ac Downlink MU-MIMO 

Modifications to the WLAN standard to support 
MU_MIMO in 802.11ac are examined with respect to MAC 
and PHY layer. 

A. MAC 
1)  CSMA-CA and the Backoff Mechanism 

A CSMA/CA is a medium access scheme and it requires a 
STA invoke a particular type of backoff procedure depending 
on the particular event which leads to the backoff. The backoff 
is activated when more than one station attempts to 
simultaneously access the channel. Changes have been made 
to the 802.11 standard to enhance the backoff mechanism in 
order to support DL MU-MIMO.  

2) TXOP, Queuing and QoS 

Transmit Opportunity (TXOP) was an enhancement in 
802.11e to the existing Distributed Coordination Function 
(DCF) mechanism with the aim of providing contention-free 
access to the medium for a specific Access Category (AC). 

The different ACs are Voice (VO), Video (VI), Best effort 
(BE) and Background (BK). As TXOP permits uninterrupted 
access to voice and video frames for a bounded period and 
also blocks low priority users from obtaining excessive 
channel duration, it is considered a major QoS mechanism.  
802.11ac has enhanced TXOP with TXOP sharing concept to 
support DL-MU-MIMO feature. TXOP sharing works as 
follows: 

 Initiation of TXOP after gaining access to the medium: At 
first, each EDCAF of an AP competes for the TXOP using its 
own parameters. Once an EDCAF wins a TXOP, it becomes 
the owner of that TXOP and its AC is the primary AC, where 
as other ACs are secondary ACs. 

 Sharing of TXOP: The primary AC can then choose to 
share its TXOP with the secondary ACs for transmitting 
streams in parallel. Such a TXOP which is shared becomes a 
multi-user TXOP (MU-TXOP). The primary AC also can 
decide which secondary AC(s) to share with TXOP, and the 
destinations  to which it needs to transmit.  

3) Group ID Concept in IEEE 802.11ac WLAN 

The Group ID field in the 802.11ac preamble is used to 
signal SU/MU transmission and the stations’ position, to the 
potential recipients. The NSTS field indicates how many SS 
are destined for each of the potential recipients. In IEEE 
802.11ac, up to four stations can be included in the downlink 
MU-MIMO transmission. Each can have up to four streams 
destined to it, with a maximum on the total number of streams 
equal to 8. A 6-bit field is assigned for the Group ID. 6 bits are 
sufficient to define up to 64 groups. 

4) Aggregation 

A-MPDU with Compressed Block ACK mechanism was 
introduced in IEEE 802.11n specification. In this mechanism, 
multiple MPDUs are aggregated into a single A-MPDU in 
order to improve MAC efficiency by reducing redundant 
protocol overhead such as backoff procedures, 
acknowledgments, inter-frame spacing, and protocol headers. 
All MPDUs within an A-MPDU are destined for the same 
receiver and have the same Traffic Identification (TID), and 
an A-MPDU cannot contain fragmented MPDUs even if the 
length of MAC Data Service Unit (MSDU) - a content of 
MPDU - exceeds the fragmentation threshold. The 
Compressed BlockAck mechanism is used as the 
acknowledgment for the A-MPDU.  

IEEE 802.11ac amendment defines a VHT single MPDU 
that is a MPDU that is the only MPDU in an A-MPDU carried 
in a VHT PPDU. In this case, A-MPDU can only contain one 
fragmented VHT single MPDU, and its operating rules are the 
same as those for normal MPDU. Although it is useful to set 
the A-MPDU boundary for sharing EDCA TXOP, the use of 
fragmented MPDUs in A-MPDU is still not allowed, resulting 
in the wastage of medium by requiring that meaningless A-
MPDU pads fill out the A-MPDU boundary. 

B. PHY 
1) Channel calibration/Sounding for MU-MIMO 
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Here, Channel State Information (CSI) is obtained from all 
related users, with the aim of identifying beamformees with 
orthogonal channel vectors. This result in total suppression of 
interference between the multiple streams directed towards the 
various users. 

Figure-4 shows the channel sounding and MU-MIMO 
transmission protocols defined in IEEE 802.11ac. When the 
AP performs channel sounding at a given time, the beginning 
of sounding is announced by transmitting a null-data packet 
announcement (NDPA). After a short inter frame space 
(SIFS), AP transmits a null-data packet (NDP), in which each 
AP antenna sequentially transmits a known signal for channel 
estimation. It is seen from the figure that the multi-user 
mechanism necessitates a response from all beamformees, for 
which purpose, the Beamforming report poll frame is added. 
After a SIFS, a predestined node feeds back the CSI. After a 
SIFS again, the AP polls a next node, and the polled node 
feeds back the CSI after a SIFS until all the nodes have been 
polled for CSI feedback. The multiple responses are combined 
by the beamformer resulting in a master steering matrix. 

The NDP announcement frame, NDP frame and 
compressed beamforming action frame are same as in 
Transmit Beamforming. The 802.11ac MAC protocol defines 
capability (number of SS, Modulation and Coding Scheme 
(MCS)) negotiation for all the transmissions happening in 
parallel. 

After the AP transmits packets to the primary and 
secondary users, the primary user transmits a Block 
Acknowledgement (BA) after a SIFS. Next, the AP sends a 
BA Request (BAR) for one of the secondary users after a 
SIFS, and the polled node sends a BA after a SIFS till polling 
of all nodes is completed. This is shown in figure-5   

Figure-4: Channel Sounding in MU-MIMO Transmission 

Figure-5: MU-MIMO Transmission 
2)  Precoding 

Precoding techniques play a major role in the performance 
of MU-MIMO transmission. In this regard, there are two 

major classes of precoding namely, non-linear and linear 
precoding.  

Non-linear precoding techniques are recognized to be 
useful for obtaining the maximum throughput possible. Some 
of these non-linear precoding techniques are Tomlinson-
Harashima precoding (THP), Vector Perturbation (VP) and 
Lattice Reduction Aided (LRA) methods. However, these 
techniques have a very high level of complexity caused by the 
requirement of additional processing at the receiver and are 
also not supported by 802. l1ac.           

Linear precoding techniques (Dirty Paper Coding (DPC), 
Zero Forcing and Block Diagonalization (BD)) on the other 
hand are low-complexity transmission techniques and are 
supported by 802.11ac.  

3)  User selection 

Since total numbers of users are generally more than the 
number of users which can be supported at the AP, optimal 
users with good CSI can be selected to improve the throughput 
of MU-MIMO system.  

4)  Detection Mechanisms 

Additionally, at the receiver side, the independent signals 
will need to be separated by using a technique called MIMO 
detection. Traditional MIMO detection methods include the 
well-known linear MMSE as well as the vertical-Bell 
laboratories layered space-time (V-BLAST) and LRA 
decoders.  

IV. TRANSMIT BEAMFORMING ENHANCING MECHANISMS 

A. Time Domain Quantization 
In [1], a technique " time domain quantization" ( TD-Q) is 

introduced wherein there is a  feedback of time domain 
parameters. These are required, as in Sounding, to form the 
beamforming matrix at the transmitting end. It is proved that 
TD-Q reaches the same sum rate capacity of the conventional 
Givens rotation quantization GR-Q and requires less amount 
of feedback. However, TD-Q requires some additional 
complexity in that the transmitter must perform a FFT before 
the precoding process. Nevertheless, this can be easily 
supported because all the MIMO-OFDM systems equipment 
dispose of FFT component for OFDM demodulation. 

B. Pre-coding and Temporal CSI  
Reference [2] proposes a method of transmitting precise 

channel estimation to the transmitter which requires this to 
enable the calculation of precoding vectors. Since there is a 
huge amount of channel coefficients that is required for 
feedback, particularly when there more OFDM subcarriers  
and antennas, limited CSI feedback works out to be an 
advantage. Such a scheme that allows both the accuracy of the 
feedback to be improved and the feedback amount to be 
reduced based on the channel impulse response called 
Temporal CSI (TCSI) is proposed and is applied to a 
IEEE802.11n system. 
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C. Explicit Feedback and Preamble Structure 
The authors in [3] suggest mechanisms to decrease 

overhead for Givens decomposition based feedback. It is 
demonstrated  that the channel estimation smoothing gain may 
be larger than the beamforming gain, especially at low SNRs 
and also for low delay spread channels. Hence it is proposed 
to use a preamble structure that allows channel smoothing to 
be performed in a beamformed transmission. Also a non-
precoded channel estimation for low delay spread channels is 
proposed. 

D. Directional Transmit and Receive Algorithm 
Reference [4] proposes a directional transmit and receive 

algorithm (DTRA) in WLANs with directional antennas for 
QOS purposes. The TDMA-based MAC algorithm utilizes the 
beamforming capabilities of smart antennas to adapt resource 
access based on to the services required for individual traffic 
flows. At the same time  interference, probability of detection, 
and jamming in the network are also considered. In DTRA 
slots are reserved based on the traffic load. It is demonstrated 
from simulation results  that DTRA performance is superior to 
IEEE 802.11. 

E. Beamforming with Multiple Spatial Streams 
Reference [5] analyses the theoretic throughput and 

coverage for a multi-element in home WLAN in the 5 GHz 
band. Results are provided for 802.11n MIMO deployments. It 
is seen that beamforming is mainly influenced by regulatory 
transmit power constraints. For long-range links, beamforming 
data throughputs decrease by more than half. When regulatory 
constraints are applied to the beamforming WLAN, the 
average data rate decreases by 14.3% whereas for a system 
with antenna selection, it result in an 8.9% reduction. 
Furthermore, it is seen that for long range links the average 
data rate is improved by 50% when the antenna selection 
replaces beamforming. While antenna selection uses single 
stream MIMO more commonly as compared to beamforming, 
beamforming is superior in performance with multiple spatial 
streams. Beamforming is shown to work best in the easy and 
medium-range channels. 

F. Single-User and Multi-User Beamforming 
In [6], the achievable rate formulas of STBC, SU-BF and 

MU-BF transmission modes in 802.11ac are derived. The rate 
losses are determined by the transmission mode, fading rate 
and frame length, i.e., feedback delay and operating SNR. 

The space-time block code (STBC) is included in the 
open-loop category while transmit beamforming (BF) methods 
fit into the closed-loop category. The latter includes the single-
user BF (SU-BF) in which an AP supports a single STA and 
multi-user BF (MU-BF) in which multiple STAs are served 
concurrently by an AP. 

If a STA has no capability for closed-loop BF, the data 
should be sent by the AP employing STBC. With SU-BF and 
MU-BF, channel variation over time is a critical impairment. 
Under a severe condition, a STBC scheme can achieve higher 
throughput than the BF schemes even without channel 
feedback. When there is not much data to be delivered, 

feedback turns out to be an overhead. In such cases, open-loop 
BF is a better choice compared  to the close-loop BF. The rate 
loss due to channel variation is derived and the throughput is 
calculated by considering the frame structures s well as the  
overhead due to feedback. A guideline is provided for system 
design of 802.11ac following these investigations. 

G. Smart Antennas 
Prior to the application of smart antenna techniques in 

802.11n, a study was undertaken in [7] to study the benefits of 
these techniques for general wireless networks.  [7] discusses 
the circuit techniques involved in combining signals from 
various receive array elements and also for splitting signals to 
multiple transmit array elements. Also techniques to control 
the phase and the amplitude of signals from/to each array 
element are studied with the view of obtaining high data rates 
and manage interference. 

V. MU MIMO ENHANCING MECHANISMS 
Here, the various approaches which are mentioned in 

literature, with respect to MU MIMO are discussed. They are 
classified under General, MAC and PHY headings. 

A. General 
1) Group ID 

Reference[8] focuses on the use of group membership for 
downlink (DL) MU-MIMO. The AP uses the Group ID to 
indicate to STAs which are group members about their 
positions  and the spatial streams on which DL transmission 
will take place.  

Reference[8] resolves the issue of assigning group 
membership and stations’ positions given the available 
number of Group IDs. A heuristic algorithm was developed 
that implements the following steps: 

 All associated stations are assigned letters of the 
alphabets. Transmission sets are organized in an 
alphabetical order. 

 The AP computes the conditional probability that a 
station is in position x of a transmission set, given that 
the station is a member of that transmission set. 

 Each station is assigned position x in a number of 
Group IDs proportional to the computed conditional 
probability. 

 The AP can then choose the specific Group IDs for 
position x assignment. 

Conclusions: Two methods are considered here for 
selecting specific Group IDs for position x assignment and 
their performance is compared to theoretical results. Results 
have shown that while the random selection method performs 
better, there is still more work needed to enhance the 
performance with respect to the success ratio and bring it close 
to results obtained theoretically.  

2) TxOP for DL MU-MIMO 
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In [9], the technique of enhancing TXOP (TXOP sharing) 
for downlink MUMIMO transmission is discussed and the 
revised backoff procedures for secondary ACs is introduced. 

Conclusions: Simulation results show that the proposed 
backoff procedure  performs in a superior way, regarding 
fairness, than the traditional backoff mechanisms. The 
proposed TXOP Sharing mechanism has been accepted in the 
802.11ac draft specification. 

B. MAC Layer 
1) MAC Mechanism 

a) Backoff Mechanism:  Reference [10] reports the work 
done by IEEE 802.11ac task group for enhancing the backoff 
schemes of the EDCA mechanism and points out its issues. 
Two different approaches are proposed to improve the 
limitations of the backoff schemes. OPNET simulations were 
conducted for performance evaluation. It may be noted that 
this suggestion has been implemented in the 802.11ac draft. 

Simulation results indicate that these approaches decrease 
back offs and increase the channel time for voice traffic 
without obviously decreasing the channel time for video 
traffic. In addition, proposal #1 is able to increase downlink 
throughput without decreasing the uplink throughput. 
Simulation results have shown that the proposed backoff 
mechanism shows much better performance, in terms of 
fairness, than the conventional backoff procedures. 

b) Network Allocation Vector - Problem: When there are 
more than one BSS, network allocation vector (NAV) may be 
set mistakenly due to MUMIMO and overlapping BSS. The 
redundant NAV settings contribute to reduction in throughput. 
To overcome this issue, [11] proposes a two-level NAV 
mechanism (with only minor changes to the standard) 
resulting in better throughput. Theoretical analysis is also 
performed on the proposed mechanism and the formulae of the 
achieved gain is derived.  

2) MAC TXOP 

a) Modified Backoff Procedure: In [12], it is proposed to 
enhance the TXOP Sharing mechanism, to obtain improved 
DL-MU-MIMO transmission. New definitions are provided 
about both events of successful and failed DL-MU-MIMO 
transmission. Then, a modified backoff procedure is designed 
for the primary AC. Simulation results show the advantages of 
the enhanced TXOP Sharing Mechanism with respect to 
throughput and channel utilization. 

b) Markov Chain Model-1: In [13], an analytical Markov 
chain based model is  introduced to assess performance of 
802.11ac AP when TXOP sharing is enabled. While this 
model is an extension to the popular Bianchi’s Model as also 
earlier models developed to analyze the EDCA TXOP, its 
chief advantage is in  the integration of the TXOP sharing 
mode to the 802.11ac. Using the Markov chain output  i.e., 
transmission probability of a given AC, a mathematical model 
is derived to estimate the achievable throughput of a given 
AC, namely, voice (VO), video (VI), best effort (BE), and 
background (BK). Using this model, it is possible to analyze 
how the TXOP sharing mechanism could enhance the 

inadequate wireless bandwidth utilization while obtaining 
fairness among the multiple ACs in accessing the channel. 
Note that this paper only analyses the standard for TXOP and 
no enhancement is provided. 

c) Markov Chain Model-2: In [14], an analytical model is 
discussed based on Markov chains for a non-saturated IEEE 
802.11ac EDCA, supporting TXOP sharing. This model 
calculates the throughput assuming that the channel is ideal. 

Simulation results demonstrate that the analytical model 
can accurately predict the throughput of the 802.11ac 
networks under non-saturated operation. As the average 
packet arrival probability increase, it is observed that the 
TXOP sharing can greatly improve the system throughput, 
whereas the throughput of IEEE 802.11ac without TXOP 
sharing slightly decreases. Another  observation is that the 
TXOP sharing reduces the gap between the high priority AC 
and low priority AC, compared with the absence of TXOP 
sharing. Summarizing, these findings imply that the TXOP 
sharing mechanism has good effect on improving the system 
performance.  

3) Aggregation 

a) Comparison of MU-MIMO and Frame Aggregation 
Multiplexing Schemes: [15] compares the performance of the 
two downlink user multiplexing schemes: MU_ MIMO and 
frame aggregation in IEEE 802.11ac. If each user’s encoded 
data stream has a similar length, the MU_MIMO achieves 
better average throughput than frame aggregation. Conversely, 
if different lengths are present, average throughput of frame 
aggregation is better than MU_MIMO. In a fast-varying 
channel, because of the overhead  of channel feedback, 
throughput of  MU_MIMO is lesser than frame aggregation. 
Again, the average throughput of  multi-user frame 
aggregation with STBC is always better than a single-user 
transmission with STBC because frame aggregation  results in 
increased  MAC layer efficiency. 

 Problem: The multi-user spatial multiplexing combined 
with packet aggregation can improve system performance 
considerably. If the transmission times of the frames are 
different between different SS, the space channel time arises 
which is a period wherein data is carried by certain SS 
whereas the others do not have data. Due to space channel 
time downlink MU-MIMO channels transmission efficiency 
degrades. 

In traditional aggregation, the selection of receiving 
terminals follows a FIFO policy for packets stored in a 
transmission buffer. In the setting of the lengths of the frames, 
APs uniforms the number of packets aggregated into the 
frames on all the SS. However, under the current WLAN 
environment with various kinds of Mobile Terminals (MTs), 
the transmission time of the frames is not always equal in all 
the SS directed  to individual receiving MTs. As a result, the 
space channel time problem arises. 

The recent WLANs adopt multi-rate transmissions through 
Adaptive Modulation and Coding (AMC) to achieve 
transmission channel adaptation. Moreover, voice 
communications (VoIP service) is provided in the recent 
WLANs due to their diversification of communication 
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services. Because the VoIP service has the limitation of the 
transmission delay for each packet, it is necessary to give a 
higher priority to the VoIP packets than data ones when VoIP 
packets are likely to over an allowable delay limitation. 
Therefore, we have to consider both multi-rate transmission 
and VoIP packet transmission in packet aggregation schemes. 

b) Aggregation for VoIP: The proposed scheme in [16] 
introduces the VoIP priority transmission, which performs the 
preferential selection of VoIP MT if the VoIP packets in the 
buffer likely exceed the allowable delay limitation. In the 
proposed wireless frame setting, the APs uniform the 
transmission times of frames as much as possible on all the SS 
to the different MTs considering their MCS level. As a result, 
the proposed aggregation scheme can minimize the space 
channel time while transmitting the VoIP packets within the 
allowable delay limitation. The proposed scheme is evaluated 
by computer simulation to demonstrate its effectiveness under 
the WLANs with multi-rate transmission providing VoIP 
services. 

Conclusion: The results of computer simulations show that 
the new scheme improves the system throughput, the space 
channel time ratio, and maximum delay time for the VoIP 
packets in the WLANs with multi-rate transmissions and the 
VoIP service.  

c) Fragmented MPDU-Problem: In EDCA TXOP sharing 
mode, A-MPDU pads must be added to the end of the A-
MPDU for each user in order to fit within A-MPDU 
boundaries. The A-MPDU pads represents non-meaningful 
content that waste medium resources.  

Solution: In [17], A-MPDU with Compressed Block ACK 
mechanism is modified to be able to contain a fragmented 
MPDU that is not even a VHT single MPDU. In the place of 
of A-MPDU pads,  fragmented MPDU may be included to fill 
the length of A-MPDU boundary in EDCA TXOP sharing 
mode. The VHT Compressed Block ACK mechanism is also 
re-designed to acknowledge the fragmented MPDUs in the A-
MPDU frame. 

Conclusion: Using the new mechanism, more frames can 
be transmitted within the A-MPDU boundaries, leading to 
improved multi-user throughput. Simulation results indicate a 
multi-user throughput improvement, above 28% at low data 
rates and up to 3% at high data rates. 

d) Combination of Aggregation and MU-MIMO: [18] 
proposes a combination of packet aggregation and MU-MIMO 
transmission to improve the system performance. The 
technique adopted is  (a) RTS/CTS handshake is used to signal 
the selected STAs and also for channel sounding, (b) quantify 
the gain in performance that packet aggregation can provide 
and draw attention to the impact  the buffer size can have on 
the attainable throughput, and (c) decide on  buffer size to 
maximize the performance. 

Conclusion: The following observations are made using 
the simulation results.  If the number of STAs is very high, 
due to  the heterogeneity of destinations in the packets present 
in the queue, complete benefit of packet aggregation is not 
realized. By increasing the queue size and thereby increasing 
the scheduling opportunities of a large number of packets at 

each transmission, the throughput is enhanced -  although it is 
at the expense  of resulting in a higher delay.  

e) Efficient Aggregation Scheme - Problem: The frame 
aggregation procedure consists of two steps in the downlink 
channels employing MU-MIMO transmission. The first step is 
a selection of receiving MTs, where an AP selects destination 
MTs for each SS channel. The second one is a setting of 
wireless frame, where the AP constructs aggregated MAC data 
frame in a wireless frame on each SS. To achieve efficient 
frame aggregation in downlink MU-MIMO transmission, we 
have to consider transmission efficiency in each SS channel. 
Different transmission time between frames on different SS 
causes space channel time, which is a time duration where a 
part of SS have user data whereas the other SS have no user 
data. This space channel time leads to the degradation in the 
transmission efficiency in downlink MU-MIMO 
transmissions. For reducing the space channel time, the data 
size based frame aggregation scheme has been proposed. This 
scheme uniforms the amount of data size carried in the 
wireless frame on each SS channel. Under multi-rate 
transmissions, however, wireless frame duration (time length) 
generally differs between SS, and then, the space channel time 
arises in this scheme. 

Moreover, due to first-in first-out (FIFO) based MT 
selection, it cannot always construct longer wireless frame, 
leading to large signaling overheads and then low transmission 
efficiency. 

Against these problems, we have previously proposed the 
wireless frame duration based frame aggregation scheme 
considering multi-rate transmission for downlink MU-MIMO 
transmissions. This scheme achieves a reduction of space 
channel time by uniforming the wireless frame duration 
considering transmission rate of each receiving MT even 
under multi-rate transmissions. Signaling overhead reduction 
is also achieved by adopting receiving MT selection with 
descend order selection based on wireless frame duration. 
However, this receiving MT selection tends to prioritize MTs 
with lower transmission rate over higher one, leading to 
degradation in throughput performance. In addition, this 
scheme does not consider frame error occurring in wireless 
channel, so it also deteriorates transmission efficiency due to 
excessive retransmissions of errant frames under actual 
environments with transmission errors. 

Solution: Aiming to provide an efficient MAC frame 
aggregation for downlink MU-MIMO transmissions in IEEE 
802.11ac WLANs, [19] has proposed the efficient frame 
aggregation scheme which enhances system throughput and 
decreases frame error rate. Here, the receiving MT  selection 
gives higher priority to MTs achieving higher throughput in 
the next MU-MIMO transmission while reducing signaling 
overhead, resulting in an improvement in throughput. The 
wireless frame setting in the proposed scheme, introducing 
hybrid frame aggregation method, provides lower frame error 
rate than acceptable level by using frame size adaptation.  

This is an efficient frame aggregation scheme is an 
enhanced version of the previously proposed wireless frame 
length based frame aggregation scheme.  
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Conclusions: The transmission performance and its 
fairness between MTs have been evaluated though system-
level simulation. From the results, the proposed scheme 
greatly improves both performances, compared with the 
conventional frame aggregation schemes. Accordingly, the 
proposed frame aggregation scheme is quite effective for 
performance improvement in downlink MU-MIMO 
transmissions on IEEE 802.11ac WLANs. 

f) Sub-Channel Scheduling - Problem: The MAC layer in 
current WLANs randomly allocates the entire channel to only 
one user as a single resource, which, unfortunately, reduces 
the efficiency of WLANs. One way to significantly improve 
WLAN performance is to reduce the channel width and create 
many sub-channels. Based on the user's channel conditions 
and QoS requirements, the PHY layer resources can be 
dynamically allocated to several users at the same time.  

A fundamental problem is that wireless channels suffer 
from time-varying losses due to mobility, interference and 
contention from hidden stations, leading to poor and 
inconsistent throughput performance. Since 802.11 standards 
were designed to support multiple types of traffic such as 
voice, video and data, the provision and control of QoS is a 
significant task as the QoS requirements differ among the 
diverse types of users. This makes system design difficult  as 
the queuing delay and the number of re-transmissions have a 
large influence on the required QoS. The QoS requirement 
variations of different applications require the development of 
higher-layer protocols to take  the PHY layer design into 
account when optimizing the wireless network performance. 
In the 802.11 PHY layer, the QoS for reliable data 
communications over the lossy wireless channels can be 
quantitatively characterized by measuring the Bit Error Rate 
(BER) or Signal-to-Noise Ratio (SNR). OFDM (Orthogonal 
Frequency Division Multiplexing) has become increasingly 
popular in modern wireless communications. It divides a 
spectrum band into many small and partially overlapping 
signal-carrying frequency bands called subcarriers. The 
subcarrier frequencies are chosen so that they are orthogonal 
to one another. Therefore, OFDM can pack subcarriers tightly 
together without inter-carrier interference, eliminating the 
need to have guard bands. Sub-channelization in OFDM refers 
to the grouping of subcarriers into sub-channels. 

These sub-channels are assigned to users based on a static 
or dynamic procedure. The process of mapping subcarriers to 
sub-channels is called permutation. The basic objective of the 
mechanisms that define the combination of grouping 
subcarriers into sub-channels is to increase the frequency 
reuse ratio. 

Permutations are of two kinds: i) contiguous and ii) 
diversity. Since the wireless channel conditions vary with 
respect to time and mobility, diversity methods are popular. 

The two types of diversity permutations are FUSC (Fully 
Used Sub-Channelization) and PUSC (Partially Used Sub- 
Channelization). 

Solution: In [20], to maximize the system performance, a 
new solution with 802.11 PHY and MAC layers  is designed 

with multiuser channel access and a dynamic sub-channel 
assignment method based on traffic priority. 

The sub-channel scheduling access can be seen as 
selecting the best set of users to allocate subcarriers according 
to their channel state information. As data traffic has diverse 
characteristics and different transmission requirements, an 
advanced Multimedia-MAC layer should exist to classify 
outgoing data and dynamically adjust the bandwidth allocation 
in a shared-medium according to the instant traffic load status 
so that both network channel utilization and QoS for different 
types of traffic streams are enhanced dramatically.   

In [20], the authors have formulated the resource allocation 
problem for WLANs and presented a distributed solution 
using which optimal scheduling in a practical system can be 
determined. Scheduling the access of flows in a non-
interfering manner to avoid packet loss and adapt rates to 
changing channel conditions are important aspects of QoS in 
wireless networks. The goal of the rate adaptation scheme is to 
select the best set of transmission parameters for a given user 
considering its channel quality. 

In particular, the designed approach can be used to support 
QoS traffic over an OFDM-based network. Assuming 
knowledge of the instantaneous channel gains for all users, we 
proposed an adaptive multiuser OFDM sub-channel allocation 
and modulation method.  

A smart solution is designed for high-density wireless 
environments, which requires the support of hundreds or even 
thousands of wireless clients in a given area such as airports, 
campuses, sports stadiums, and concert halls. In addition,  
efficient resources are  allocated for multiuser OFDMs over 
frequency selective channels with data and user priorities. For 
WLANs, the design of simple and fast execution time 
algorithms is critical because of the time-varying behavior of 
the channel and the requirement of adapting bandwidth 
allocation to the channel conditions.  

Conclusion: The algorithm was evaluated for its 
performance compared to state-of-the-art systems, using NS-3 
under a variety of network conditions. The performance of the 
proposed method was considered in a multiuser frequency 
selective fading environment with different time-delay spread 
values. The results indicate that the recommended solution 
leads to a real-time aggregation model with an almost stable 
throughput. In particular, it outperforms conventional 
multiuser OFDM systems with static TDMA or FDMA 
techniques, which employ fixed and predetermined time-slots. 
Therefore, the developed approach could prove to be an 
efficient solution to optimize the throughput performance of 
present and next generation WLANs.  

C. PHY Layer 
1) Precoding and Detection 

a) Regularized Block Diagonalization Precoding - Problem: 
MIMO system can increase the capacity and spectral 
efficiency without consuming bandwidth greatly.MU-MIMO 
system can enhance the performance much more. But 
interference of multiple users must be considered in MU-
MIMO system. Interference cancellation is the main goal of 
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precoding algorithm. Recently, BD precoding is widely 
employed for the sake of its low computational complexity 
and ability of eliminating the interference of other users. 
However, BD precoding doesn’t consider the addictive noise 
and it has a problem of limited dimensions antennas. 

The MU-MIMO-OFDM based on bit-interleaved coded 
modulation (BICM) scheme is one of the enhanced air 
interface key technologies.  In MU-MIMO, the transmitted 
information of different users will cause interference to each 
other, which can be removed by precoding. Due to its  good 
performance and low complexity, Block Diagonalization (BD) 
precoding algorithm is widely used in MU-MIMO schemes. 
However, it also has obvious defects: the ignoring of addictive 
Gaussian noise and the restrictions of antenna dimensions (i.e. 
number of receiving antennas < number of transmitting 
antennas).  

Solution: In [21], we employ Regularized Block 
Diagonalization (RBD) with signal space diversity (SSD)  to 
solve these problems. The proposed scheme makes full 
advantage of time, frequency and space diversity by using 
constellation rotation and Q-component interleavers to 
optimize the MIMO-OFDM, channel coding and modulation 
together.  

Conclusion: Simulation results clearly show that the RBD-
precoded mechanism surpasses the conventional bit 
interleaved coded modulation (BICM) scheme without SSD 
by 3.0 dB SNR gain. Also, the RBD precoding obtains 1.8dB 
SNR gain than the block Diagonalization (BD) precoding. 
Compared with BD precoding, RBD precoding not only 
reduces the interference of other users, but also reduces the 
effect of addictive Gaussian noise. Besides, it eliminates the 
restrictions of antenna dimensions.  

b) Study of Precoding Mechanisms: As precoding and 
user selection have an impact on  MU-MIMO transmission, 
accurate CSI is required to select users and obtain precoding 
matrix. In [22], the performance of  channel inversion (CI) and 
BD with limited CSI and compressed feedback are analyzed. 
The results compare the achievable sum-rate between the user 
selection metrics and provide the packet error rate (PER) 
performance under the realistic TGac channel models. 

Conclusion: From the simulation results, it is observed that 
higher data rate can be obtained by greedy user selection 
algorithm with low complexity precoding schemes. Also, BD 
shows better PER performance than CI when the compressed 
feedback is used. Especially for MCS level 9, the quantization 
error caused error floor at high SNR for both precoding 
schemes. Note: This paper only analyses the standard for 
Precoding and no enhancement is provided. 

c) MU-MIMO and  SU-MIMO precoding: In [23] the 
precoding mechanisms in MU-MIMO and  SU-MIMO are 
compared assuming perfect CSI at the Transmitter (CSIT) for 
both high and low correlation channels. Here, optimization of 
the BD, zero forcing and singular value decomposition based 
techniques have been proposed using an algorithm that 
reduces the computational calculations. 

  Mode switching SNR can be identified by verifying the 
impact of different precoding mechanisms in SU-MIMO and 

MU-MIMO. This SNR  measure is a critical metric which aids 
in selection  between SU-MIMO and MU-MIMO and also to 
meet the demands of all users  to an optimum extent. [23]  
discusses the maximum capacity that can be achieved with 
Block Diagonalization(BD) and zero forcing (ZF) in a MU-
MIMO scenario and singular value decomposition (SVD) 
based precoding in a SU-MIMO scenario.  

Conclusion: The performance analysis show that this 
optimized algorithm not only brings down the computational 
efforts drastically but also suffers from very less performance 
loss. The drop in computation is about 89 %. Only 11% of the 
original amount of computation is required which is really a 
great computational reduction. This paper also gives some 
idea about the mode switching of SU and MU MIMO cases 
with various receive antenna configurations. It also covers a 
very typical real time scenario of users having unequal receive 
antennas and mode switching in this case. In a low correlation 
channel the mode switching occurs around 10 dB while it is 
around 15 dB. For a high correlation channel, the mode 
switching occurs at 20 dB. Once this mode switching point is 
estimated, it becomes easier for the MAC layer to select SU-
MIMO or MU-MIMO based on the SINR values.  

d) Precoding with Detection Techniques: The 
performance improvements under realistic channel conditions 
is measured when BD and CI are paired with various MIMO 
detection techniques.  

In [24], the bit error rate (BER) and packet error rate 
(PER) performance are examined. It is observed that high 
performance MIMO decoders such as LRA MMSE decoder, 
improve the uncoded BER performance of the BD precoding. 
However, it does not improve the uncoded BER performance 
of the CI precoding. Because the CI precoding is an inverse of 
the channel matrix, the effective channel matrix becomes the 
diagonal matrix at the receiver side. On the other hand, the 
effective channel matrix of the BD precoding is a block 
diagonal matrix. Hence MIMO decoders can take advantage of 
the diversity present in the inter stream interference within a 
single user.  

When the channel model B and D are compared and  the 
PER performance is measured, it is seen that the channel 
model D is better than the channel model B. The channel 
model B is high correlated, the wide distribution of the 
singular values of the inverse increases the precoded signal 
power at the transmitter, and noise enhancement at the 
receiver side.  

We considered the PER performance of each MU-MIMO 
transmission methods when MIMO decoder is changed. 
Between the Linear MMSE and the V-BLAST MMSE 
decoders, the PER performance measured in the Linear 
MMSE is better than in the V-BLAST MMSE. While the 
uncoded BER performance of V-BLAST MMSE is better than 
Linear MMSE, performance degradation caused by error 
propagation limits the performance of coded V-BLAST 
MMSE. Also, we observe the substantial improvement of the 
PER performance of the BD precoding when using the LRA 
MMSE decoder.  
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Conclusion: From the simulation results, it is seen that(1) 
the PER performance of the BD precoding can be improved 
by the MIMO decoder and (2) the BD precoding is more 
effective compared to CI precoding. 

e) SIC MIMO detectors with LR techniques: The 
challenges and concerns related to the application of lattice 
reduction (LR) techniques in IEEE 802.11ac systems in 
successive interference cancellation (SIC) receivers in SU and 
MU OFDM  MIMO  transceivers are investigated in [25].  

The goal of [25] is to investigate the following hypothesis: 
the implementation of SIC MIMO detectors with LR 
techniques is a viable technique in order to obtain significant 
power gains when realistic operational aspects are taking into 
account. Finally, a comparative performance evaluation of the 
following OFDM MIMO detectors is undertaken: (1) MMSE; 
(2) ordered successive interference cancellation MMSE 
(OSIC/MMSE); (3) LR Zero-Forcing (LR ZF); (4) LR 
MMSE; (5) LR Zero-Forcing SIC (LR ZF-SIC); (6) LR 
MMSE-SIC. 

Conclusion: The simulation results, validated using first-
order techniques, assume realistic operational conditions faced 
in IEEE 802.11ac WLANs, such as, temporal autocorrelation 
synchronization algorithm, least square (LS) MIMO channel 
estimation scheme, spatial-correlated and frequency selective 
TGac channel models. It is demonstrated  that the application 
of LR MMSE-SIC MIMO detectors with hard-decision Viterbi 
decoding in IEEE 802.11ac WLANs allows substantial power 
gains in relation to linear LR MMSE MIMO detectors over 
8x8 MIMO channels in a SU scenario. On the other hand, 
these detectors allow a power gain of only 1 dB for 3x3 
MIMO channels for the SU environment and no expressive 
power gains when a MUMIMO system with 4 transmit 
antennas, 2 receive antennas per user and 2 users is 
considered. Second, we verify that the OSIC MMSE detectors 
present severe performance degradation due to error 
propagation when realistic TGac MIMO channels models are 
simulated. 

f) Precoding Simulation Framework: In [26], a framework to 
analyze and design the PHY layer of IEEE 802.11ac wireless 
LANs and focusing on MU operation is explained. The 
performance of CI, regularized CI and BD precoding 
mechanisms with ZF and MMSE MIMO detectors is 
evaluated over different configurations of 802.11 Task Group 
n (TGn) and TGac channel models.  

Conclusions: A IEEE 802.11ac WLAN PHY simulator  is 
first presented and validated. It is  concluded that the 
performance of MU-MIMO 802.11ac systems presents a 
similar performance for both TGn and TGac channel models. 
Finally, a unified performance evaluation of five different 
transceiver MU-MIMO architectures tailored for IEEE 
802.11ac systems was carried out : BD +ZF, BD+MMSE, 
CI+ZF, CI+MMSE and RI+MMSE. It is seen that for low 
SNR region the best performance is obtained with RI-MMSE 
schemes, while there is no significant differences on the 
attainable performance into high SNR regime.  

g) Detection Mechanisms: [27] proposes to detect the SS 
in 802.11ac device using (2×2), (4×4), (8×8) MU-MIMO 

systems using some of the MIMO detection algorithms. Here, 
the objective is to evaluate the effect of Detectors/Interference 
Canceller (IC) like ZF, MMSE and the proposed ZF-
Successive IC (SIC) with Optimal Peak Power Ordering 
(OPPO), ZF-SIC-OPPO for WLAN on the performance of 
802.11ac standard in a Rayleigh fading channel. 

Conclusions: The Detection and IC techniques like ZF, 
MMSE and ZF -SIC-OPPO were simulated using number of 
antennas in the Rayleigh fading environment for the IEEE 
802.l1ac standard. The results of the proposed ZF-SIC-OPPO 
technique was compared to the existing method. The OPPO 
method for ZF -SIC gave an improvement in both the SNR 
and BER. ZF-SIC-OPPO detector outperformed ZF and 
MMSE with the lowest BER for a MIMO (8 × 8) 802.l1ac 
system.  

2) PHY Sounding 

a) Multi-User Transmission enhancer(MUTE): In [28], 
the  evaluation of a downlink MU_MIMO sounding protocol 
called MUTE is presented. In a practical system, the 
beamformer should compromise between the frequency of 
sounding and CSI accuracy.  MUTE  decouples the sounding 
set selection (used to collect CSI) from the transmission set 
selection, thereby  helping in  reducing the sounding overhead  
and simultaneously selecting the best users. The decoupling 
also offers the choice of sounding a particular user or not, 
separately from the set of users in the list meant for the next 
transmission.  This, consequently, reduces overhead associated 
with sounding by exploiting the presence of users with stable 
channels. At the same time, adequately accurate data about 
channel statistics of associated users is given to the AP. Thus, 
the AP can pick the user group that maximizes an objective 
function such as achievable rate or a fairness criteria. 

Conclusion: Using test bed experiments, it is shown that 
MUTE can decrease the sounding overhead appreciably while 
minimizing data rate losses resulting from  inaccurate channel 
estimation. MUTE takes advantage of channel statistics to the 
multiple users to assess if a particular user’s channel will stay 
acceptably stable, thus permitting the AP to prevent sounding 
before a MU-MIMO transmission.  

b) Comprehensive Sounding Control Scheme: The 
sounding overhead may severely degrade the performance of a 
WLAN. In [29], a sounding control scheme for IEEE 802.11ac 
MU-MIMO is proposed which considers broadly the sounding 
control needs of the network environment, including channel 
coherence times, nodes’ DL traffic loads, DL  SNRs, etc.,. The 
sounding node set and sounding interval to maximize the long-
term expected MU-MIMO throughput gain are jointly 
determined. 

 Although all the mobile nodes are in the same space, 
different wireless links experience different propagation 
environment variation due to mobility, behavior of nearby 
people, and so on. For example, some wireless links 
experience stationary propagation environments, such that 
their channel coherence times are several hundreds of 
milliseconds. On the other hand, some of the other wireless 
links are moderately time varying, such that their channel 
coherence times are several tens of milliseconds. Finally, the 
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remaining wireless links vary quite fast, such that their 
channel coherence times are several milliseconds. Thus 
,MIMO channel measurement are conducted  in practical 
WLAN environments and the performance of the mechanism 
is evaluated by employing the real channel data traces. 

Conclusion: The proposed scheme is shown to achieve 
remarkable performance improvement over the existing 
schemes  which considers channel coherence times only.  

Problem: In MU-MIMO, the AP selects both the user set  
and the mode (number of transmit and receive antennas) and 
after completing sounding and before commencing 
transmission. Thus, optimal user groups are selected given full 
CSI of a set of potential receivers (which is a major overhead) 
or by depending on intermittent probing or stale CSI to 
estimate the full CSI. The measured CSI can easily become 
stale between packets, making data collected from previous 
transmissions not useful in prediction of future environments.  

c) Pre-sounding User and Mode selection Algorithm 
(PUMA): In [30], PUMA, an algorithm for selecting mode 
and user prior to sounding is designed, implemented and 
evaluated. PUMA, even without CSI,  (i) exploits theoretical 
properties of MUMIMO system scaling with respect to mode, 
(ii) characterizes the relative cost of each potential mode, and 
(iii) estimates per-stream transmission rate and aggregate 
throughput in each mode for a potential user set. After PUMA 
chooses the appropriate mode and user group, the selected 
protocol’s sounding mechanism is applied on the intended 
user subset to carry out the transmission.  

The PUMA algorithm is executed before the start of any 
MU-MIMO transmission with only a priori information; i.e., 
without any information gathered from previous multi-stream 
communication or channel sounding.  

Conclusion: It is seen that, on average, PUMA selects the 
mode and group that achieves an aggregate rate within 3% of 
the throughput of what would have been obtained by sounding 
all users.  

VI. CONCLUSIONS AND FUTURE WORK 
 

Transmit beamforming and MU MIMO are key features in 
the 802.11ac WLAN standard. Theoretical background is 
provided initially to get an understanding of these 
mechanisms. Approaches adopted in the literature for 
enhancing these mechanisms are next studied. The focus has 
been on selecting papers showcasing the range of approaches 
used. The majority of suggestions have been in the 
Aggregation and TXOP areas of the MAC layer and in 
Precoding, Sounding and detection mechanisms of the PHY 
layer.  

Since the next WLAN standard, IEEE 802.11ax will be 
further enhanced with Uplink MU_MIMO, the 
recommendations, lessons learnt and studies conducted in the 
papers listed here will prove as useful pointers in the design of 
the new standard. 
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Abstract--Edge detection is one of the basic methods for 

various image processing functions such as image analysis, image 
segmentation, pattern recognition etc. This is a process to find 
out discontinuity of intensity in image. If some or all neighboring 
pixels form a convex region of same gray level intensity, then 
there exists an edge. In order to distinguish between different 
level of intensities in edge detection, a threshold is required which 
is usually different for different type of images due to variation in 
level of intensities. This paper proposes and compares two 
methods namely global and local thresholding to model the value 
of threshold through quantitative empirical method for cellular 
logic array processing based edge detection method. The 
performance of the modeled algorithms is measured by F1-score, 
recall-precision break-even-points and performance ratio. 
Experimental results show that the local thresholding approach 
gives slightly better F1-score and performance ratio for all 
scenarios of six Berkeley Segmentation Database images and 
respective ground truths. It has also been found that best 
percentage of threshold value can be determined in a better way 
by break-even-point rather than by best F1-score. The proposed 
approach reduces false edge detection and make threshold 
selection automatic for every scenario. 

Key Words--Cellular Logic Array processing, Edge Detection, 
Threshold modeling. 

I. INTRODUCTION 
An edge, within an image, is defined as a sudden change or 

discontinuity in the intensity of a pixel. It is regarded as a 
boundary between the object and its background. The process 
of edge detection characterizes an image into important 
features which can be further used in image processing 
functions of higher level. An ideal edge detection process is 
that which identifies less number of false edges or double 
edges and maximum number of real edges [1]. The edge 
detector should perform equally good in different 
environments and contexts. 

Most of edge detection programs work on pixel level by 
identifying convex region of same gray level intensity and 
extracting edges by isolating pixel having differing level of 
intensity by thresholding. Two different images may be shot in 
quite different setup and they can differ in background 
intensities greatly due to variation in the reflectance, 
illumination, orientation, and depth of scene surfaces 
necessitating different values of threshold in edge detection 
process. This gives an idea that instead of fixing a single value 
for all types of images and scenarios or empirically identifying 
threshold values each time during edge detection process; a 

formula must be devised which is dependent on background 
intensities so that good quality edge detection can materialize 
every time. This paper presents a model toward this direction.  

Edge detection algorithm used for modeling in this paper is 
based on cellular logic array processing which works in quite 
different manner than standard algorithms such as Sobel, 
Pretwit’s and Canny’s methods. Cellular Logic Array 
processing (CLAP) is based on cellular automata which are 
homogeneous structures or iterative cells of ploy-dimensions. 
In cellular automaton, each cell can have a finite state and a 
neighborhood defined by the number of cells it surrounds. 
Initially at time t=0, a state is assigned randomly or seeded to 
each of cells and then a new generation of cells are evolved by 
following some rules. Typically, the updating rule is same for 
each cell and does not change over time, and is applied to the 
whole grid simultaneously. So, the CLAP is essentially a 
computer algorithm that exhibits discreteness in space and 
time that operates on arrays of elements. The concept was 
applied to scores of applications where time and space can be 
easily divided homogeneously. Edge detection is one such 
application.  

This paper is distributed in the following way. Section I 
introduces the requirement of modeling the value of 
thresholding followed by Section II which discusses different 
edge detection methods and related works. Section III 
proposed a model for deciding threshold values for cellular 
logic array processing based edge detection method. Section 
IV describes the experimental setup for empirically evaluation 
of threshold values which is followed by comparative results 
and discussion in section V. Finally, the paper is summed up 
in concluding part. 

II. EDGE DETECTION METHODS IN LITERATURE 
Edge detection is one of the most basic procedures used in 

image processing application. Because of different variety of 
objects having different colors, texture and shapes, there are 
numerous object detection methods researched and discussed 
in literature during past years [4, 5, 9, 12]. Traditional 
algorithms can be classified into two categories: 

i) First Order Derivative Based Edge Detection, in which 
edges are detected by computing thefirst derivative of the 
image. The magnitude of the gradient decides the sharpness of 
edge and the gradient vector gives the direction of maximum 
rate of change. Although the sharpening of image through first 
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gradient unravel the finer details but it also enhances the noise 
in the image. Another problem associated with first derivative 
is double edges. Most basic edge detectors in these categories 
are Roberts [19], Sobel [22] and Prewits [14]. These edge 
detection algorithms can be enhanced by post-processing 
techniques such as non-maximum suppression, Hysteresis 
Thresholding and non-major edge points removal [1] to get 
strong edges in the image.  

ii) Second Order Derivative Based Edge Detection 
(Laplacian), methods such as Laplacian of Gaussians (LOG), 
Difference of Gaussians (DOGs) [6] whichsearches for zero 
crossings in the second derivative of the image to find edges. 
These methods are limited by their huge complexity of time 
and sensitivity to noise. 

Many attempts were made to extract edges with the help of 
morphological operations [11, 18, 26]. Neural Networks and 
fuzzy techniques were also devised for edge detection [3, 
20].Gao et al [24] proposed a hybrid method by combining 
Sobel edge detection operator with wavelet de-noising for 
edge detection in images containing white noise. Mohamed A. 
El-Sayed [10] proposed an entropy based high quality edge 
detection method for decreasing computation time.  
Priyadarshini et al [15] proposed an automatic threshold based 
edge detection method based on simple arithmetic and logic 
operations which claimed to perform better than Sobel’s 
method and requiring less computation. Neha Mathur et al [8] 
developed a K-means segmentation method to obtain a local 
threshold values through histogram bins and cluster center for 
Sobel operator. Although they do not estimate time but it 
seems too heavy on real time processing. 

Cellular automata in image processing applications was 
used first time in 1974 by Duff et al. [2] when he developed a 
hardware implementation of cellular logic array (CLIP3) for 
the use of image processing, intended for fast processing. But 
its’ progress was too slow due to heavy computing 
requirements of image processing. EG Rajan in 1993 proposed 
software based cellular automata framework for high-
throughput image processing [17]. This work assumed digital 
image as cellular array configuration and processing 
algorithm as evolution (updation rule) of the automaton. This 
work demonstrated that cellular automata can be effectively 
used for various basic image processing operations such as 
thinning, edge detection, segmentation and morphological 
operations but failed to provide an adaptive thresholding for 
consistent performance across different types of images. In 
2002, Popovici and Popovici [13]used two dimensional 
cellular automata for de-noising and edge detection 
applications. Both of these work claimed that the CLAP 
performance is better as compared to the traditional tools such 
as SUSAN [21]. Tapas Kumar et al [23] compared cellular 
automata based edge detection with standard methods but 
without any quantitative evidence. 

III. OBJECT DETECTION FRAMEWORKS IN 
CELLULAR LOGIC ARRAY PROCESSING 

 Several edge detection algorithms use neighborhood 
principles for digital images to detect edges by locating edge 
points in the form of abrupt changes in gray levels. The 
cellular logic array processing based algorithm also uses 
neighbourhood principle, but in a different way. Instead of 
finding points of abrupt changes in gray levels, it locates the 
regions of image where gray levels remain static. In this 
method every pixel in digital image is investigated for its 
intensity difference with its surrounding neighbors as in 
cellular logic array and a uniform rule is defined to work on its 
intensity and that rule is: “if the difference between maximum 
and minimum intensity over the neighbourhood region is less 
than a threshold than the pixel value is changed to 0 otherwise 
it is changed to 255”. Threshold value is chosen as the 
percentage value of Mean/Median Intensity Value of an 
image.  

For practical implementation, the target digital image is 
scanned by a 3 x 3 pixels’ window of five pixels forming 
convex region to find maximum and minimum gray level. If 
the difference of maximum and minimum intensities is less 
than a threshold value, then intensity of the center pixel is 
changed to 0 marking a uniform intensity region. This 
procedure is repeated for every pixel of the image resulting 
into creating uniform regions having similar gray level. 
Uniform intensity levels are labeled as background pixels 
which results into edge detection in the form of differing 
intensity level pixels.The pseudo code for global thresholding 
and local threshold procedure is given in figure 1 and 2 
respectively. 

S1: Find the Mean Intensity Value Igm of image 
S2: Set threshold Thg= αIgm ; α varies between 0 and 1 
S3: Create a 3*3 neighborhood scanning structure consisting 
of only 5-neighborhood pixels  
S4: for every central_pixel (i, j) of image { 

S4.1: find Gmin = Min(5-neighborhood structure) 
S4.2: find Gmax = Max(5-neighborhood structure) 
S4.3: if diff(Gmax , Gmin) < Thg  then central_pixel (i, j) = 0 

else Move structure to the next pixel as central pixel. 
end for 

Fig. 1. The Global Threshold based CLAP Algorithm for edge detection  
 

S1: Create a 3*3 neighborhood scanning structure consisting 
of only 5-neighborhood pixels  
S2: for every central_pixel (i, j) of image { 
       S2.1:find the Mean Intensity Value of 5-neighborhood 

pixels, set Thl= αIlm; α varies between 0 and 1 
S2.2: find Gmin = Min(5-neighborhood structure) 
S2.3: find Gmax = Max(5-neighborhood structure) 
S2.4: if diff(Gmax , Gmin) < Thl  then central_pixel (i, j) = 0 

else Move structure to the next pixel as central pixel. 
end for 

Fig. 2. The Local Threshold based CLAP Algorithm for edge detection 
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IV. THRESHOLD MODELING AND EXPERIMENTAL 
SETUP 

As discussed in section I, threshold plays a great deal in 
determining the quality of edges. Adaptive threshold values 
can be decided by taking Global Threshold as the percentage 
value of Mean Intensity Value of an image i.e. Global Mean 𝐼௚௠. We need to find out the optimal percentage value for 
proposing a model for automatic global threshold values for 
quality edge detection. 𝑇ℎ௚௟௢௕௔௟ = 𝛼 × 𝐼௚௠                                                          (1) 

Another threshold can be a local value taken as the 
percentage of a local mean value from 5-neighborhood of five 
pixels which are evaluated for finding maximum and 
minimum values in CLAP algorithm. This is taken as  𝑇ℎ௟௢௖௔௟ = 𝛼 × 𝐼௟௠                                                            (2) 

Six Berkeley segmentation database (BSD) images are 
taken for the empirical evaluation. There are various 
groundtruths for a single image in BSD data set, [7] but only 
one groundtruth-extractor image is taken to maintain the 
consistency in evaluation. For every image, hundred values of 
precision and recall are calculated using extracted edges and 

corresponding groundtruths by varying global threshold or 
local threshold through percentage value 𝛼.  Precision and 
Recall based  F1-score, performance ratio (PR) and precision 
recall break-even-points (PR-BEP) are used to find out the 
optimum value of 𝛼 separately for both methods. Precision, 
which is also called positive predictive value, is the percentage 
of retrieved instances that are relevant and on the other side 
recall (sensitivity) is percentage of relevant instances that are 
retrieved. Both in combined form give a better measure which 
is called F1-score.This is given by the following equation: 𝐹1 = 2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)                                         (3) 

Another popular measure for a classifier is a Precision 
Recall Break-Even-Point. Normally precision and recall are 
opposite to each other. At threshold zero, recall is at unity but 
as threshold increases it start decreasing and precision starts 
increasing. PR-BEP is that threshold point, where precision 
and recall are equal. Many papers reported that it is a better 
measure than F1-score [25]. The local and global threshold 
based CLAP methods are also compared by Average Recall 
(AR) and Average Precision (AP). Experiments are done using 
OPENCV software. The CLAP algorithm is developed using 
algorithms shown in figure 1 and figure 2.

 
TABLE 1. Different Measures extracted by CLAP algorithm for Global and Local Threshold when applied on six BSD images 

 
V. RESULTS AND DISCUSSION 

Table 1. gives the results of CLAP algorithm for taking 
threshold from global average of image and another from local 
average of 5-neighborhood. Average Recall (AR) and 
Average Precision (AP) measures and Mean Performance 
ratio for both methods are displayed for evaluation. The local 
thresholding based CLAP method fares well as compared to 
global thresholding CLAP in all measures except in precision 
measure. From this fact, it can be inferred that although global 
thresholding helps in better retrieval of pixels that are relevant, 
local threshold also retrieved higher fraction of relevant 
instances. So, local thresholding is better than global 
thresholding, as it is less noisy. This can be easily verified 
from qualitative analysis of images in figure 3 by visual 
inspection. 

It is also found that there is considerable difference 
between the best values of alpha for highest  F1-score (𝛼௙ଵ௠) 
and for PR-BEP (𝛼௕௘௣) for each method and image. In figure 
3, columns (d) to (g) shows the edge detection for all six 
images for these two best values of alpha and clearly it can be 
established that PR-BEP measure works better than F1-score 
in deciding the threshold value for automatic edge detection.  

Finally, for different images, it is found that there is greater 
spread of alpha values for both measures F1-score and PR-
BEP. Although a single value can be deduced by taking 
average of  𝛼௕௘௣ of different images for automatic 
thresholding in local thresholding and global thresholding 
based CLAP, but we need to work further on this area for 
better results. A hybrid of global and local threshold may give 
better result. 

BSD 
Image 

Global Threshold Local Threshold 

No. AR AP Mean 
F1-score 

Mean 
PR 𝛼௙ଵ௠  

𝜶  Value 
for best 
measure 𝛼௕௘௣  

𝜶  Value 
for PR-

BEP AR AP Mean  
F1-score 

Mean 
PR 𝛼௙ଵ௠  

𝜶  Value 
for best 
measure 𝛼௕௘௣  

𝜶  Value 
for PR-

BEP 

35010 0.273 0.539 0.287 0.234 0.07 0.17 0.294 0.509 0.297 0.243 0.08 0.22 
42049 0.235 0.576 0.274 0.225 0.03 0.11 0.380 0.553 0.403 0.365 0.04 0.27 
118035 0.219 0.525 0.248 0.190 0.05 0.11 0.222 0.429 0.245 0.190 0.06 0.12 
135069 0.255 0.645 0.312 0.272 0.05 0.8 0.316 0.628 0.370 0.330 0.08 0.12 
189011 0.154 0.432 0.158 0.103 0.08 0.10 0.190 0.386 0.186 0.119 0.02 0.21 
189080 0.175 0.474 0.169 0.110 0.10 0.13 0.233 0.373 0.200 0.137 0.19 0.22 
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Fig 3. Comparatively evaluation for CLAP Edge Detection with Global Threshold and CLAP edge detection with Local Threshold  
when best alpha is taken based on F1-score and PR-BEP. 

 
 

VI. CONCLUSION 
This paper proposes an empirical evaluation method for 

determining the automatic thresholding value for the CLAP 
based edge detection from an image. Global thresholding can 
be assessed from image global mean while local thresholding 
can be determined separately for each pixel by taking the 
mean intensity value of local region surrounding the pixel. 
Local thresholding based CLAP has given slightly better 
empirical results. Six Images of BSD data set is taken for 
training and evaluation purpose. Threshold value is modeled 
as a percentage value of global mean or local mean. Two 

measures F1-score and PR-BEP are used to determine the best 
thresholding method. Alpha value which are percentage of 
global mean and local mean are determined for best F1-score 
and PR-BEP. From experiments, it has been found that PR-
BEP is a better evaluation method, at least in our case.  
Although a single value of alpha can be determined for 
automatic edge detection for all images but wide spread of 
these values may limit us in this approach. 
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